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Abstract The ability of five, global coupled climate
models to simulate important atmospheric circulation
characteristics in the Southern Hemisphere for the per-
iod 1960–1999 is assessed. The circulation features
examined are the Southern Hemisphere annular mode
(SAM), the semi-annual oscillation (SAO) and the
quasi-stationary zonal wave 3 (ZW3). The models as-
sessed are the National Center for Atmospheric Re-
search Community Climate System Model Version 3
(CCSM3), the Commonwealth Scientific and Industrial
Research Organisation Mark 3, the Geophysical Fluid
Dynamics Laboratory Model, the Goddard Institute for
Space Studies Model ER (GISS-ER) and the UK
Meteorological Office Hadley Center Coupled Model
Version 3. The simulations were compared to the
NCAR–NCEP reanalyses. The models simulate a SAO
which differs spatially from the observed over the Pacific
and Indian oceans. The amplitudes are too high over the
southern ocean and too low over the midlatitudes. These
differences are attributed to a circumpolar trough which
is too deep and extends too far north, and to the
inability of the models to simulate the middle to high
latitude temperature gradient. The SAM is well-repre-
sented spatially by most models but there are important
differences which may influence the flow over the Pacific
and in the region extending from the Ross to Weddell
Seas. The observed trend towards positive polarity in the
SAM is apparent in the ensemble averages of the

GISS-ER and CCSM3 simulations, suggesting that the
trend is due to external forcing by changes in the con-
centration of ozone and greenhouse gases. ZW3 is well-
represented by the models but the observed trend to-
wards positive phases of ZW3 is not apparent in the
simulations suggesting that the observed trend may be
due to natural variability, not external forcing.

1 Introduction

In this paper, we examine the ability of five global cli-
mate models to simulate important aspects of the large-
scale, Southern Hemisphere (SH) climate and variability
in the last four decades of the twentieth century. The
models are the National Center for Atmospheric Re-
search Community Climate System Model Version 3
(CCSM3), the Goddard Institute for Space Studies
Model ER (GISS-ER), the Geophysical Fluid Dynamics
Laboratory Model (GFDL-CM2.1) the CSIRO-MK3
Mark 3.0 (CSIRO-Mk3.0) and the United Kingdom
Meteorological Office Hadley Center Coupled Model
Version 3 (UKMO-HadCM3). These models are chosen
because they have an interactive sea-ice component and
part of this study focuses upon model simulation of sea-
ice and sea-ice atmosphere interactions. Part 1 of this
study, focuses on the important modes of large-scale
atmospheric circulation variability. The modes of vari-
ability of interest are the SH annular mode (SAM), the
semi-annual oscillation (SAO) and zonal wave 3 (ZW3).
These circulation modes are associated with important
features of the high latitude southern climate, such as
Antarctic sea-ice (e.g. Liu et al. 2004), and they have
undergone changes in the latter part of the twentieth
century (e.g. Marshall 2003; Hurrell and van Loon 1994;
Raphael 2004). There are indications that some of these
changes are forced by external factors including the
anthropogenic driven decrease in the Antarctic strato-
spheric ozone (e.g. Thompson and Solomon 2002).
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The models under study here are participating in the
Intergovernmental Panel on Climate Change (IPCC)
fourth assessment of present and predicted climate.
Therefore it is critical that we have some indication of
how well they represent the observed climate. This is
complicated in that the observations represent a mix of
both natural and forced variations. While there is no
reason to expect that the natural variations of the real
and simulated climate systems will occur at the same
time, they should have similar statistical signatures. We
examine the mean state and variability simulated by the
models and attempt in some cases to suggest why the
simulations appear as they do compared to the observed.
Part 2 of this study (in this issue) examines the simulated
Antarctic sea-ice and the simulated sea-ice atmosphere
interactions. This paper has six major divisions.
Descriptions of the model simulations and observed
data are in Sect. 2, the SAO is discussed in Sect. 3, the
SAM is discussed in Sect. 4, ZW3 in Sect. 5 and a Dis-
cussion and Conclusions are given in Sect. 6.

2 Model simulations and observed data

For simplicity a brief description of the characteristics of
the models used in this analysis is given in Table 1.
These models are complex and differ in many more ways
than are given in Table 1. While these differences might
influence the models’ results we do not discuss them in
this analysis. Instead, references for a detailed analysis
of each model are provided in Table 1. One statistically
important difference for our analysis is the number of
ensemble individuals that make up each model’s
ensemble mean. This number varies from nine in the
case of the GISS-ER to one in the CSIRO-Mk3. Each
simulation possesses its own natural variability which
will be reduced in an ensemble average. This is useful
when the aim of the study is to examine forced signals
since, as the number of ensemble members increases, a
forced signal if present, is better defined. Much of the
discussion below focuses on the model ensemble means.
However, we also examine the individual ensemble
members thereby allowing comment on both the simu-
lated natural variability and the forced signals. We will
discuss differences among the individual ensemble
members where they appear important.

The simulations are compared to the NCAR–NCEP
reanalysis for the period 1960–1999 (Kalnay et al. 1996).
We acknowledge that this dataset has some problems
which might influence the comparisons. For example,
Hines et al. (2000) showed the presence of anomalous
trends in the geopotential height field south of 50S and
Marshall (2003) showed that the trends in SLP and the
SAM in the reanalysis are over-estimated compared to
station data. The spatial representation of the field
however is reliable so we do not expect the errors to
influence the spatial representation of the modes of
atmospheric circulation.

The variables examined are sea level pressure (SLP),
surface air temperature, the zonal wind and geopotential
heights. Following van Loon (1967) the SAO is calcu-
lated using Fourier analysis and the SAM is calculated
using principal components analysis, as has been done in
numerous preceding studies (e.g. Kidson 1999). The in-
dex representing the temporal variation of the SAM is
calculated after Gong and Wang (1999).

3 The semi-annual oscillation

The SAO is an important characteristic of the SH cir-
culation explaining more than 50% of the variability in
the SLP. Apparent through the depth of the southern
extra-tropical atmosphere, it is manifested by the vari-
ation in intensity and position of the Antarctic circum-
polar trough (CPT). The CPT contracts, deepens and
moves south in March and September and expands,
weakens and moves north in June and December. These
twice-yearly fluctuations in the CPT are accompanied by
similar fluctuations of the tropospheric temperature
gradients, geopotential heights, SLP and winds at mid-
dle and high latitudes in the SH. The net result is a semi-
annual exchange of mass between the Antarctic and
midlatitudes so that air moves from north to south twice
a year and back (van Loon 1991). While the focus of this
research has been on the atmospheric manifestation of
the SAO, it has been found in the ocean currents of the
extratropics (Large and van Loon 1989) and in the
ocean wind stress at the same latitudes (Trenberth et al.
1990).

The SAO is thought to arise from a difference in the
cooling and heating rates at latitudes near 50S and 65S

Table 1

Atmosphere resolution Ocean resolution SeaIce resolution Ensemble size Reference

CCSM3 1.4·1.4, L26 0.47·1.125, L40 0.47·1.125 7 Collins et al. (submitted)
CSIRO-Mk3.0 1.875·1.875, L18 0.84·1.875, L31 1.875·1.875 1 Gordon et al. 2002
GFDL-CM2.1 2·2.5, L24 1·1 1·1 3 Delworth et al. (submitted)
GISS-ER 4·5, L20 4·5 4·5 8 Schmidt et al. 2005
MIROC3.2(hires)a T106, L56 0.1875·0.28, L47 0.1875·0.28 1 K-1 model developers 2004
UKMO-HadCM3 2.5·3.75, L19 1.25·1.25, L20 1.25·1.25 2 Gordon et al. 2000

aThis model’s results are analyzed in Part 2 (Holland and Raphael 2005, this issue)
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where the annual temperature ranges are similar. van
Loon (1967) showed that at 50S, cooling in autumn is
rapid compared to warming in spring while the reverse is
true at 65S. This results in a twice-yearly increase of the
temperature gradient (and baroclinicity) between the
middle and high latitudes. He related the difference in
cooling rates to the heat storage of the upper ocean near
50S. Heat storage in the ocean delays the summer tem-
perature maximum and winter minimum at latitudes
near 50S while near (over) Antarctica there is no well-
defined winter minimum. Instead temperatures drop
rapidly at first in autumn and then decrease more
gradually into early spring before rapidly rising into
summer. See for example Fig. 3 in Meehl (1991). Using
modelling studies, Meehl (1991) provided some evidence
to support the idea that ocean heat storage and the
annual cycle of sea surface temperature (SST) at 50S
were critical to the amplitude and phase of the SAO.
Additionally, Simmonds and Walland (1998) suggest
that low-frequency variability in the SAO depends on
the ocean–atmosphere coupling at middle and high lat-
itudes.

The SAO can vary in amplitude, that is, be weaker
than other harmonics in individual years but is always
identifiable because its phase is consistent (van Loon and
Rogers 1984). The latter is why it dominates the long

term mean in SLP and wind. However, the SAO chan-
ged after the late 1970s when the second peak of the
harmonic remained strong into November instead of
weakening after September. Concurrently, the CPT was
deeper in the 1980s than in the decades before. The
changes in the SAO have been related to rise in low
latitude SSTs, breakdown of the polar stratospheric
vortex and a change in the temperature gradient between
50S and 65S. (Hurrell and van Loon 1994; Meehl et al.
1998; Thompson and Solomon 2002). In our evaluation
we examine the characteristics of the simulated SAO
using the second harmonic of SLP and the zonally-
averaged surface air temperature and SLP.

3.1 The second harmonic in SLP

The second harmonic of SLP in the models and obser-
vations (Fig. 1) is discussed with respect to its pattern,
amplitude and the percentage variance explained. The
observed SAO (Fig. 1a) has peak amplitudes (3 hPa)
over the oceans near 50S and over Antarctica (5 hPa)
and a minimum near 60S. The amplitude minimum oc-
curs at the latitudes where there is a phase reversal from
maxima in the transitional seasons (June and December)
to the north to maxima in the extreme seasons (March

a b c

fed

Fig. 1 Second harmonic in sea level pressure (SLP) in the ensemble averages of the a NCEP, b GFDL-CM2.1, c CSIRO-MK3, d CCSM,
e GISS-ER and f UKMO-HadCM3 models. Units are hPa. Contour interval is 0.5. Shaded areas are above 2 hPa
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and September) to the south (Xu et al. 1990). Where the
peaks occur, 50% or more of the variance is explained.

All of the models simulate a SAO (Fig. 1b–f) with
peak amplitudes near 2 hPa and explaining more than
50% of the variance in regions of peak amplitude (not
shown). This is a marked improvement over the models
discussed in Xu et al. (1990) where none of the five
models analysed could reproduce the general features of
the SAO. Although there are these basic similarities
between the observed and simulated SAO some impor-
tant differences are apparent. For example, over the
Pacific all of the models simulate a SAO that is too
strong, too far north. The CCSM3, CSIRO-Mk3 and
UKMO-HadCM3 models place a peak in amplitude,
which does not occur in the observed, over and south of
Australia. Further, none of the models are able to sim-
ulate a true maximum over the Indian ocean, instead,
this maximum when it exists is shifted east to lie south of
Australia. Only the GISS-ER, GFDL-CM2.1 and
CCSM3 models are able to simulate a maximum over
the south Atlantic and in the CCSM3 this peak is shifted
east of the average observed location. Additionally the
amplitude minimum which is found near 60S in the
observed is too far north over the Pacific in the simu-
lations particularly in the UKMO-HadCM3. This
placement of the amplitude minimum and the lack of an
Indian Ocean maximum indicate that the models are
unable to capture some important aspects of the spatial
variation of the SAO which will ultimately affect the
middle and higher latitude climates.

At latitudes higher than 60S the models (except
GISS-ER) simulate a SAO that has a higher amplitude
than the observed. This fluctuation also extends too far
north over the Pacific in concert with the amplitude
minimum. The strength of the SAO at these latitudes is
associated with a lower than observed SLP and indicates
a northern excursion of the CPT (not shown). In each of
the models (except the GISS-ER) the CPT, whose outer
limits are defined by the 980 hPa isoline, is deeper and
extends further north in the months of March and
September than observed. The analysis below demon-
strates that the simulated CPT is much deeper than
observed at 50S and 65S.

3.2 Sea level pressure

The zonally-averaged SLP at 65S and 50S and their
difference is shown in Fig. 2. At 50S each model is able
to simulate the first peak of the SAO in March. The
GISS-ER over-estimates but is still within range of the
observed decadal averages (not shown). Interestingly,
the second peak in the observed in early southern spring
is largely absent from the simulations. The GFDL-
CM2.1 simulation exhibits the strongest fluctuation and
is a month earlier in phase while the GISS-ER exhibits a
very weak second peak in August. The CCSM3,
UKMO-HadCM3 and the CSIRO-Mk3 show very weak
evidence of a semi-annual fluctuation rather, they have a
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Fig. 2 Zonally averaged SLP at 50S, 65S and their difference for
NCEP (solid black line), GISS-ER (thin dashed line), GFDL-CM2.1
(thin dotted line) HADCM3 (thick dashed line), CCSM3 (dash
dotted line) and CSIRO-MK3 (thick dotted line). Units are in hPa
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very strong annual cycle. In all of the models, spectral
analysis of the timeseries of the zonally averaged SLP at
50S (not shown) indicates a very strong annual cycle and
a much weaker semi-annual cycle. The UKMO-Had-
CM3 spectra has only the annual component. In con-
trast, the observed timeseries has strong and significant
power at 1 year and at 6 months and, most of the power
is associated with the 6-month period. These observed
spectral characteristics correspond to what is known
about SLP in the middle and higher latitudes of the SH,
namely, the SAO dominates the variability while the
annual signal is weaker by comparison.

At 65S, the average latitude of the CPT, the models
are better able to simulate the semi-annual variation.
There are important differences in phase between March
and October when the observed leads the simulation by
at least one month. This means that the observed CPT
contracts and deepens faster than the simulated and in
the latter the CPT is deeper than observed. Therefore, at
65S over the Pacific, the SAO is out of phase and
amplified with respect to the observed. Except for the
GISS-ER, all models simulate a deeper than observed
CPT, especially the CCSM3. This explains in part the
high amplitude of the SAO over the Pacific in the do-
main of the CPT (Fig. 1).

The difference in SLP (50–65S) (Fig. 2c) shows a very
respectable semi-annual variation in all of the models.
Given the lack of a second peak at 50S, it appears then
that the SAO simulated by the models is driven largely
by the fluctuations in SLP at 65S. At 50S the annual
cycle is dominant while at 65S, a stronger semi-annual
fluctuation is simulated. It is interesting that the models
are all able to simulate the annual cycle realistically
while failing to reproduce the semi-annual fluctuation.
The weakening of the SAO in the 1980s was manifested
by a failure of the second peak to occur in September.
Instead a reduced peak was observed in November
(Meehl et al. 1998) attributed this behaviour of the SAO
to a change in the temperature gradient between 50 and
65S such that the gradient peaked in May and Novem-
ber instead of March and September. Therefore we
examined the simulated and observed temperature gra-
dients at 500 hPa.

Figure 3 shows the zonally averaged temperature
difference at 500 hPa for each model and the observed.
This is the index suggested by van Loon (1967) because
he found that it was associated with the forcing of the
SAO. The observed index (solid black line) experiences
the largest temperature gradient in March and Octo-
ber,the smallest in June/July and December/January.
Note here that this average contains a decade or more of
years when the SAO was reduced and out of phase with
the climatological average before 1979. Before 1979, the
temperature gradient was largest in September and
March. With the exception of GISS-ER, the models do a
reasonable job of simulating the large temperature gra-
dient in March. They do not however simulate the sec-
ond peak in the southern spring very well. The GFDL-
CM2.1 closely approximates the observed from June to

October but has its second peak in November. This
behavior resembles the observed SAO in the period
1979–1994. Meehl et al. (1998) attributed the weakened
and phase shifted SAO to changes in the temperature
gradient between 50 and 65S. The CSIRO-Mk3 exhibits
a weak peak in October, while the CCSM3 has a broad
and weak fluctuation stretching from August to Octo-
ber. The GISS-ER and UKMO-HadCM3 do not exhibit
a second peak. In general, the simulated 500 hPa tem-
perature gradient in Fig. 3 is consistent with the infor-
mation gleaned from examining the SLP in Fig. 2. Given
the findings of Meehl et al. (1998) and the knowledge
that the amplitude of the 500 hPa temperature gradient
is important to the intensification and poleward move-
ment of the CPT (van Loon 1967), Fig. 3 suggests that
the weak SAO produced by the models is linked to their
inability to simulate the temperature gradient between
50 and 65S. Given also the lack of a second peak in the
zonally averaged SLP at 50S, we suggest that the reason
for this inability in the models may lie in their simulation
of the temperature cycle at 50S.

4 The Southern Hemisphere annular mode

The SAM is the leading mode of low frequency vari-
ability in the SH troposphere. It describes the month-to-
month variability in the zonally varying geopotential
height in the troposphere. It is characterised by a largely
zonally symmetric structure and emerges as the leading
empirical orthogonal function of zonally varying geo-
potential height. Like the SAO, the SAM involves ex-
changes of mass between middle and high latitudes. It
occurs in the troposphere year-round and in the strato-
sphere in late southern winter/early spring. Its change of
phase occurs generally near 45S (but near 60S, over the
Drake Passage) with centers of action over the midlati-
tude oceans and near 57S over the Pacific. The SAM has
shown a trend toward decreased atmospheric pressure
over the Antarctic, termed positive polarity, and
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Fig. 3 Zonally averaged temperature difference 50 � 65S for NCEP
(solid black line), GISS-ER (thin dashed line), GFDL-CM2.1 (thin
dotted line) HADCM3 (thick dashed line), CCSM3 (dash dotted line)
and CSIRO-MK3 (thick dotted line). Units are in �K
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increased atmospheric pressure over midlatitudes in the
last 3 decades of the twentieth century (Marshall 2003;
Thompson and Wallace 2000). The result of such a trend
would be an intensification of the polar vortex and faster
circumpolar westerly flow (Hurrell and van Loon 1994;
Meehl et al. 1998; Thompson and Wallace 2000). The
trend in the SAM has been associated with cold anom-
alies over Antarctica except over the Peninsula where
enhanced westerlies advect warm oceanic air onto the
land. It has been suggested that the latter is a contrib-
utory reason for the enhanced breakup of ice seen in that
sector. Thompson and Solomon (2002) suggest that this
trend is consistent with changes in stratospheric ozone
levels. Kiehl et al. (1988) showed that the response of the
stratosphere to decreased levels of ozone is to intensify
and delay breakdown of the polar vortex.

4.1 The EOF—spatial pattern

In this study the SAM is represented by the leading EOF
of the 850 hPa geopotential height field. The SAM is
characterized by its shape (largely zonally symmetric),
amplitude, amount of variance explained and the lati-
tude at which it changes phase. Its observed major
spatial features (Fig. 4a) are the wave 3 pattern over the

midlatitude oceans, the location of the change of phase
and the prominent center of action, over the high lati-
tude Pacific region. Each model resolves a very clear
SAM (Fig. 4b–f) with a percentage variance explained
from 19.41–24.5%, arguably within the range expected
from observations. However, comparison with the ob-
served (Fig. 4a) reveals significant differences in shape,
orientation and amplitude. Note that Fig. 4b–f is de-
rived from a concatenation of the data not an ensemble
average, so the amplitude is not reduced but is a faithful
representation of all the characteristics of the simula-
tions. The CCSM3 (Fig. 4d) simulates the weakest
amplitude SAM, half that of the observed, (measured by
the difference between the centers of action over Ant-
arctica and 45S) while the GISS-ER (Fig. 4e) simulates
one almost twice as large. The other models simulate
amplitudes that are comparable to that observed.

The midlatitude, oceanic, wave 3 pattern is simulated
only by the CCSM3, GFDL-CM2.1 (Fig. 4b), GISS-ER
and CSIRO-Mk3 (Fig. 4c) models. In terms of ampli-
tude and orientation, the center of action over the Pacific
is simulated by all the models but its placement is best in
the CSIRO-Mk3 and GFDL.CM2.1. The GISS-ER and
GFDL-CM2.1 models simulate a SAM which is more
zonally symmetric than observed in the eastern Hemi-
sphere. The orientation of the SAM in the CCSM3 is

a b c
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Fig. 4 Leading empirical orthogonal function in the geopotential height field at 850 hPa in a NCEP b GFDL-CM2.1, c CSIRO-MK3,
d CCSM3, e GISS-ER and f UKMO-HadCM3
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very strongly east/west because the center of action is
aligned strongly along the 90W meridian, influencing the
south east Pacific rather than the central. However, three
of the seven of the individual runs that make up the
CCSM3 ensemble mean simulate a SAM that more
closely resembles the orientation of the observed. The
other four realizations exhibit a SAM that is very like
that in Fig. 4c. Additionally, decadal analysis of the
observed SAM (not shown) indicates that the average
spatial pattern (Fig. 4a) exists in most decades but that
in 1970–1979 the orientation of the EOF describing the
SAM strongly resembles that shown in Fig. 4c. This
indicates that there is temporal variability in the orien-
tation of the observed spatial pattern and that the SAM
simulated by the CCSM3 belongs in the range of what
can occur in the observed climate system.

The shape and orientation of the Pacific ‘‘arm’’ of the
SAM indicates the pattern of flow in that region. The
flow is cyclonic and thus influences the local heat flux
into the Bellingshausen/Amundsen Seas and out of the
Ross Sea. There are also potential influences on the sea-
ice distribution via temperature advection and mechan-
ical advection of sea-ice. This circulation pattern allows
the advection of warmer oceanic air into the Bellings-
hausen/Amundsen Seas and onto the Antarctic Penin-
sula. It also encourages the flow of cooler air off the
continent and the flow of ice out of the Ross Sea perhaps
leading to more sea-ice formation as ocean surfaces are
exposed (e.g. Lefebvre and Goosse 2005). The SAM
simulated by the CCSM3, GFDL-CM2.1, CSIRO-Mk3
and the UKMO-HadCM3 appear best able to allow this
sort of flow/ice interaction. A fuller discussion of the
influence of the simulated SAM on sea-ice occurs in Part
2 of this study (Holland and Raphael 2005; this issue).

The change of phase of the SAM, i.e. the zero con-
tour on Fig. 4, marks the separation between the colder
Antarctic air and the warmer midlatitude air. This is
particularly important in the west Antarctic/South
American region where because of the shape of the land
masses, relatively small latitudinal shifts of the change of
phase would determine whether the Antarctic peninsula,
for example, is influenced by warmer or colder air. Ex-
cept for the CSIRO-Mk3 and the GFDL-CM2.1, all of
the models simulate a change of phase which extends too
far north over South America and could have conse-
quences for their representation of the average temper-
ature over southern South America and for the influence
of the SAM on surface features such as sea-ice in the
region extending from the Ross to Weddell Seas.

4.2 The SAM index

An often-used index of the SAM is the timeseries of the
leading EOF. However, Gong and Wang (1999) have
defined a robust index of the SAM using the difference
in SLP at 40 and 60S. We use that index here on the
model ensemble means where available, and on the
individual simulations. Figure 5 shows the timeseries of

the SAM index produced by each model and the ob-
served. Their spectra is shown in Fig. 6. Each model
simulates a SAM index that has similar timescales of
variability as the observed—approximately 4 and
3 months. Interestingly, the GISS-ER, and CCSM3 (the
models with the largest ensemble set) also simulate sta-
tistically significant, with respect to the red noise spec-
trum, low-frequency variability (near 16 years) as does
the observed. This significant low-frequency appears
only in two of the GISS-ER ensemble members. Five
show strong but not significant power at 16 years and
the other two show very little variability at 16 years. A
similar situation exists for the CCSM3 model where, at
16 years, only one run has significant power, four show
strong but not significant power, and two runs exhibit
little or no significant variability. It seems then that the
ensemble averaging has reduced the natural variability
in the simulations of both the GISS-ER and CCSM3
models thereby allowing a forced signal to dominate the
spectra of the ensemble means.

This low-frequency variability represents the appar-
ent trend to positive values of the SAM index seen in the
timeseries of the ensemble means of these models
(Fig. 5c, d) and in the observed data beginning from
about the mid 1970s (Fig. 5a). Marshall (2003) shows
that this positive trend is over-estimated in the Reanal-
ysis but is significant in station data. Several studies (e.g.
Fyfe et al. 1999; Cai et al. 2003) suggest that positive
trends such as those exhibited by the GISS-ER, and
CCSM3 models are due to ozone depletion which along
with observed changes in greenhouse gases, volcanic
forcing and solar irradiance is one of the few elements
that these models may have in common. We suggest then
that the trend simulated by these models is linked to the
stratospheric ozone changes applied in the models and is
not an expression of their natural variability.

Because of the complexity of these models we cannot
say with certainty why the CSIRO-Mk3, UKMO-Had-
CM3 and GFDL-CM2.1 models do not simulate this
trend but it is notable that in the current analysis they
have very few ensemble members compared to the
CCSM3 and GISS-ER. (See Table 1.) We note as well
that the GFDL-CM2.1 ensemble mean spectra has large
but not significant power near 16 years. Among its
individual members, at 16 years, one has strong but not
significant power, another shows weak power and the
third has none. The fact that there is such a large range
in the spectra simulated by this model suggests that its
natural variability is very large compared to the forced
response. Therefore when there are few ensemble mem-
bers the natural variability can overwhelm the forced
signal represented by the trend. This suggests that the
natural variability in the models examined here may be
too large compared to the forced response since the
observations exhibit this clear, statistically significant
trend toward positive polarity with only one realization
which includes both the natural and forced variations of
the real world. However, more work is need to assess
this issue quantitatively.
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The trend toward a positive SAM index is marked by,
among other things, an intensification of the observed
polar vortex. To determine if this was also true in the
models we created composite differences of the zonal
wind at 200 hPa based on the extreme positive and
negative SAM indices for NCEP and for the GISS-ER
and CCSM3 models (Fig. 7). Like the observed (Fig. 7a)
both models exhibit an increase in zonal windspeed in
the positive phase SAM but it is much better organized
in the CCSM3 (Fig. 7b) than in the GISS-ER (Fig. 7c).
Additionally, the increase in the zonal wind is much
larger in the CCSM3 (4 ms�1) than in the GISS-ER
(1 ms�1) but both are smaller than observed (10 ms�1).

5 Zonal wave 3

Zonal wave 3 is the asymmetric part of the large-scale
atmospheric circulation associated with meridional flow
in the extra-tropical SH. It is quasi-stationary and it
contributes to 8% of the spatial variance in the field
reaching a maximum near 50�S. Its ridges generally lie
downstream of the southern continents (van Loon and
Jenne 1972). ZW3 is a dominant feature of the circula-
tion on daily (e.g. Kidson 1988), seasonal (e.g. Mo and

White 1985) and interannual (e.g. Karoly 1989) time-
scales at latitudes 45–55�S. Trenberth (1980) shows that
it contributes significantly to monthly and interannual
circulation variability and it has been associated with
blocking in the SH (e.g. Trenberth and Mo 1985). Ra-
phael (2004) created an index of ZW3 in order to facil-
itate examination of its temporal variability. That study
showed that ZW3 has identifiable positive and negative
phases associated with the meridionality of the flow and
that beginning in the late 1970s ZW3 strengthened and
the large-scale flow became more meridional. This state
continued for the rest of the century with the exception
of the years 1995–1996. Because it reflects the meridional
component of the large-scale circulation and therefore
the north/south transport of warmer/colder air ZW3 can
have an influence on sea-ice concentration which is one
of the reasons it is examined here. We use that index
here to characterize the simulated ZW3.

5.1 ZW3: spatial pattern and temporal variability

To examine how well the models simulate ZW3, we
calculated the 500 hPa fields for the positive and nega-
tive phases of ZW3 and their composite differences for
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each model. As for the SAO and SAM, we used the
concatenated data in these calculations. Shown in Fig. 8
are the simulated and observed composite differences. It
seems clear that the models do a respectable job of
simulating ZW3 spatially. The placement of the ridges
and troughs that describe ZW3 and their relative
amplitudes hews very closely to that observed. The
fidelity of the simulated ZW3 to the observed suggests
that the associated fluxes of energy and the Antarctic sea
ice interactions with ZW3 will be well-represented in the
models.

The timeseries of the ZW3 index for each model and
the observed are shown in Fig. 9. Substantial variability
at low and high frequencies are clear although none of
the models show the clear shift to the positive phase that
is apparent in the observed (Fig. 9a). Spectrally, the
timeseries of the index (not shown) are similar to each
other and to the observed and rather white. The ob-
served ZW3 has significant variability at 8 years, 8 and
4 months. The low frequency variability (8 years) is an
expression of the trend towards the positive phase of the
index noted in Fig. 9a and by Raphael (2004). All of the

a b c

Fig. 7 Composite zonal wind differences of positive phase minus negative phase of the SAM index. a NCEP, b CCSM3, and c GISS-ER.
Units are in m/s
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Fig. 8 Zonal wave 3 (ZW3), positive minus negative phase, in the geopotential height field at 500 hPa. a NCEP, b GFDL-CM2.1,
c CSIRO-Mk3, d CCSM3, e GISS-ER, f UKMO-HadCM3. Units are in hPa
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models are able to simulate the higher frequency vari-
ability with varying degrees of success. This suggests
that they may be used for examining the changes in high
frequency variability in the twenty-first century. Only
the GISS-ER, CSIRO-Mk3 and UKMO-HadCM3
models are able to simulate the significant peak in var-
iability at 8 years. The low-frequency variability does
not appear in the ensemble averages of the GFDL-
CM2.1 and CCSM3 models although it is seen in some
of the individual members. This suggests that the shift to
positive phase seen in the observed in the mid 1970s may
be due to natural rather than forced variability.

6 Summary and conclusions

In this study we evaluated the ability of five fully-cou-
pled climate models to reproduce the mean state and
variability of the SAO, the SAM and quasi-stationary
ZW3. These models are all participants in the fourth
assessment of the Intergovernmental Panel on Climate
Change (IPCC-AR4) therefore it is necessary that we
know how well they simulate important features of the
atmospheric circulation and climate.

Model representation of the SAO shows a marked
improvement over the models of the 1990s. Some of the
spatial characteristics of the SAO are captured but the
models simulate higher than observed amplitudes in
the sub-Antarctic and lower than observed over the
midlatitude oceans. The higher amplitudes in the sub-
Antarctic are associated with a too strong CPT and the
low amplitudes at midlatitudes appear related to
inadequate simulation of the 500 hPa temperature
gradient between 50S and 65S. The inability of these
models to simulate the temperature gradient at 50–65S
limits their use in predictive studies of long term SAO
variation. This gradient is important to the intensifi-
cation and movement of the CPT, a definitive feature
of the SAO.

Each model simulates a clear SAM but the shape and
orientation of the spatial patterns vary. The GISS-ER
model simulates a SAM that is much too concentric,
compared to the observed and to the other models. The
CCSM3 on the other hand simulated a SAM that is
strongly oriented towards the eastern Pacific while on
average, the observed SAM is oriented to the central
Pacific. The shape of the SAM is an indication of the
direction of flow and this is especially important in the
sector extending from the Ross to Weddell Seas. The
models simulate this with varying levels of success, a
factor that must be taken into consideration especially if
changes in ice-atmosphere interaction is the study aim.

The trend towards positive polarity in the SAM,
observed since the mid 1970s, appears clearly in the
ensemble averages of the CCSM3 and GISS models. The
associated increase in zonal wind strength at high lati-
tudes and weaker winds at midlatitudes are also appar-
ent and best represented in the CCSM3. The appearance
of this trend in these models support the argument that

the trend is externally forced by reduced stratospheric
ozone concentrations applied in the models and ob-
served over the last decades of the twentieth century. In
the current study, the GFDL-CM2.1 model shows
strong but not significant variability at low frequency
and the lack of significance here may be due to the small
number of ensemble members. We suggest that the
natural variability in the models examined here may be
too large compared to the forced response since the
forced response is clear only when the number of
ensemble members is large.

The models do a respectable job of simulating ZW3
with respect to both its spatial pattern and its temporal
variability. However, the trend towards positive phases
of ZW3 noted in the observed does not appear in the
ensemble averages of the models suggesting that the
observed trend may be due to natural rather than forced
variability.
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