
EMAugust 2003 31

EMEMFeature

This article is motivated by discussions at a recent workshop
on spatial data analysis sponsored by EPA’s Office of Air Qual-
ity Planning and Standards and the Office of Research and
Development. A general consensus emerged at the workshop
that it is now possible to model the spatial dependence of air
pollution data to predict pollutant concentrations at unobserved
locations, and that using these models would enhance regula-
tors’ ability to develop scientifically supportable public policy.

T he demand for spatial models has grown rapidly over
the past few years, as the need for spatial prediction
in the regulatory environment has become reality.

For example, how will the U.S. Environmental Protection
Agency (EPA) (1) evaluate regional progress in air quality un-
der the proposed Clear Skies Initiative and other national emis-
sions control strategies; (2) redesign monitoring networks to
ensure that it has sufficient data to describe changes in envi-
ronmental quality that result from regulatory decisions; and
(3) develop spatial models that combine data from urban and
rural monitoring networks? It is imperative that recent devel-
opments in the theory and application of spatial models be
used to provide meaningful answers to these problems of
national scope and impact.

Currently, most air quality regulatory practices use moni-
toring data as independent point measurements with an as-
sumed area of representativeness (e.g., a county). However,
there is an increasing need, in part due to resource constraints,
to develop regional air quality management policies and regu-
lations using site measurements to evaluate air quality at loca-
tions that are not regularly monitored. Based on deliberate
statistical research over the past two decades and the advent
of inexpensive but powerful computing resources, there now
exist accepted methods for predicting pollutant values at un-
observed locations across the entire spatial field of interest
based on available data. This spatial information, coupled with
prediction uncertainties, will enable air quality managers to

construct better emissions control programs and will be in-
valuable in estimating population exposure to support future
health effects studies.

A recent workshop on spatial data analysis1 that was
jointly sponsored by EPA’s Office of Air Quality Planning and
Standards and the Office of Research and Development pro-
vided the motivation for this article. Attendees at the work-
shop included scientists and policy staff from EPA and experts
in spatial statistics from academia and national laboratories.
A general consensus emerged from the workshop that it is
now possible to model the spatial dependence of air pollution
data to predict reliable surfaces with uncertainties, and that
using these models would enhance our ability to develop
scientifically supportable public policy. These models need
to be flexible, adapting to the underlying spatial variation in
the data that might vary with location.

Spatial prediction is essentially a problem of spatial infer-
ence away from irregularly spaced points of measurement.
Often there is a spatial continuity among monitoring meas-
urements taken in close proximity, particularly in compari-
son to measurements taken at sites far apart. This phenomenon
is typically due to physical attributes of the formation and
transport of a pollutant that produces spatially coherent air
quality patterns. Given this type of correlated spatial data struc-
ture, it is reasonable to expect that the pollutant values at
unobserved locations spanning a large spatial field can be pre-
dicted based on the observed data. Thus, it is possible to ob-
tain reliable predictions at many nonmonitored areas, estimate
the interpolation error, and choose good locations for adding
and/or deleting monitoring sites. This article supports the con-
tinued development and application of spatial models for pre-
diction of air pollution at nonmonitored locations from the
observed data. For readers who are unfamiliar with the tech-
nical terminology of spatial prediction, we also include a glos-
sary (see sidebar on page 32) with nontechnical definitions of
terms used in this article.
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IMPORTANCE OF SPATIAL PREDICTION
Data from large-scale monitoring networks are used to in-
form the public of air quality levels and levels of exposure,
establish compliance with standards, and evaluate the
progress of air quality control programs. New or revised
National Ambient Air Quality Standards (NAAQS) challenge
data analysts to predict the effects of reduced emissions
within nonmonitored areas. To better utilize spatial infor-
mation for environmental decision-making, the air pollu-
tion scientific community can use spatial prediction
methods to show important gradients of air pollution, de-
sign monitoring networks, and refine the definition of
nonattainment boundaries. Further, we can embrace not
only the use of spatial predictions, but output from air qual-
ity deterministic models to support conclusions on regula-
tory actions. For example, over the past decade, several
observational-based models have been developed to address
regulatory questions, such as the relative effectiveness of

nitrogen oxides versus volatile organic compounds controls
to reduce ozone (O3). By integrating all available informa-
tion, we can implement new approaches for holistic deci-
sion-making that integrate multiple perspectives and allow
for the testing of different options.2

The spatial configuration of monitoring sites where air qual-
ity measurements are taken is an important component of
inference from spatial data. For example, many air pollution
monitoring sites are positioned to detect high concentrations
and support decision-making relative to an area’s attainment
of pollution standards. However, when viewed as indepen-
dent point measurements, these monitoring sites can give an
incomplete picture of potential pollution problems even in
areas of high monitor density. By using spatial statistical meth-
ods, it is possible to combine information from an array of
monitoring sites and infer pollution levels across a much
broader region than the isolated point or site measurements.
Additionally, these methods provide a companion estimate of

Bayesian models  Statistical models that include prior knowledge of
unknown quantities in the form of a probability distribution.

Empirical orthogonal functions  Empirical basis functions are used to
express the spatial covariance function.

Geostatistics  A methodology for the analysis of spatially correlated
data. The characteristic feature is the use of statistical models to quan-
tify the spatial correlation structure.

Isotropy  The spatial relationship (e.g., correlation) between the field at
two locations only depends on the distance of separation. Isotropic
spatial fields have no preferred spatial orientation.

Kernel smoothing  A method of spatial prediction using weighted aver-
ages of the observations. The weights are determined explicitly by a
kernel function, a smooth bump-shaped function that weights obser-
vations based on their distance to the location of prediction.

Kriging  A widely-used averaging method for prediction at nonmonitored
locations. Kriging is based on spatial dependence, where observations
that are more correlated with the spatial field at nonmonitored loca-
tions are given higher weight. The exact form of the weights depends
on the spatial covariance function. Under the assumption that the cova-
riance function is correct, the Kriging method provides unbiased pre-
dictions with minimum prediction variances.

Markov-random field models  A statistical model for a spatial field
defined on a regular or irregular grid of points. The model assumes that
the distribution of any point on the grid depends on the nearest neighbor-

ing locations and a quantity that is statistically independent from the
rest of the field. Much less statistical research has focused on this
approach for spatial prediction.

Mean function  A function for the large-scale variation of the data,
usually the arguments of the function are the coordinates of the mea-
surement location.

Parametric covariance  A covariance function expresses the covariance
between two values usually as a function of the coordinates of the two
corresponding sites. Empirical covariances are estimated from the data.

Process convolution  Modeling spatial data with Gaussian assump-
tions is common to many geostatistical analyses. A common approach
in spatial statistics is to model the spatial dependence through a
variogram. An alternative method for creating a Gaussian process is
to take independent Gaussian variables and convolve them with an
arbitrary kernel.

Residual process  A random process characterizing small-scale varia-
tion in the data.

Stationarity  A property of a statistical model for a spatial field that
implies a degree of homogeneity. One consequence is that the distri-
bution for two locations of a spatial field only depends on the differ-
ence of the location coordinates. Isotropy is a special case of stationarity.

Thin-plate spline models  A method of spatial prediction equivalent to
Kriging, but is based on a simplified covariance model. The functional
form of the model tracks the data, but is also constrained to be smooth.

Glossary of Spatial Prediction Terms
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uncertainty attached to the spatial prediction. This allows us
to distinguish areas where we can place confidence in the pre-
dictions based on low uncertainty levels.

In the United States and other countries, there are exten-
sive large-scale networks of monitoring stations that collect
data on atmospheric concentrations of pollutants such as
O3, sulfur dioxide (SO2), and fine particulate matter (PM2.5).
The large number of stations, and thus the high costs of moni-
toring, is in part due to the use of these data as independent
point measurements. A major criterion for modifying an ex-
isting network or deploying a new network is the quality of
the resulting spatial predictions—and minimizing the moni-
toring costs of obtaining such predictions. The result will be
networks that can better quantify people’s exposure across
the entire spatial field of interest. To accomplish this, it is
important to ask what monitoring coverage (i.e., where,
when, and what to monitor) is required to allow, in some
quantitative sense, optimal predictions of the entire air quality
field. This requires modeling the spatial dependence among
monitoring sites to calculate interpolations and prediction
errors, and then finding a network that optimizes some suit-
ably defined measure of spatial information at nonmonitored
locations.3-7

SPATIAL MODELS FOR AIR POLLUTION DATA
Spatial models are not entirely new tools for air quality plan-
ning. In fact, their potential use for air quality management
was discussed in 1985 by Greenland and Yorty,8 who sug-
gested that attainment/nonattainment designations incor-
porate the use of spatial fields. Also, in a December 1994
Report to Congress,9 EPA discussed the potential improve-
ments in decision-making using predicted spatial fields. In
the following section, a brief summary is provided of spatial
and spatial-temporal models applied to air pollution and
deposition data.

Geostatistics is the area of spatial statistics that addresses
prediction of unknown values at specified locations or ag-
gregations of locations. The prefix “geo” originally implied
statistics pertaining to the earth,10 but these methods have
now been applied extensively to solve problems in many
fields associated with the science of spatial prediction. These
include meteorological and natural resource mapping prob-
lems, air pollution, and remote sensing. Geostatistical data
are usually defined as point observations of a continuously
varying quantity over a region in space. The strength of
geostatistics over many other approaches is that it recog-
nizes two types of spatial variability: large-scale variability
due to known factors and small-scale variability. The first
type of variability (mean structure) is usually modeled with
a function of the site coordinates and the second type (re-
sidual process) has associated with it a spatial covariance
function.11,12

The best interpolation methods appear to be those derived
from treating the observed and unobserved values as a collec-
tion of correlated random variables13 to produce spatial pre-
dictions at desired locations with minimum mean squared
errors. These approaches, together with numerous refinements,
are generally referred to as Kriging14 in the literature. Kriging
is a form of spatial averaging where neighboring sites are
assigned weights such that the prediction error is minimized.
The weights depend on the location of the monitoring sites
and the spatial covariance estimated from the data. Many en-
vironmental processes, including processes underlying pollu-
tion, can be better understood by considering both their spatial
and temporal dependence. Recent research has focused on the
development of space-time models to solve problems that are
inherently multivariate (i.e., more than one pollutant), and
incorporate both the spatial and temporal correlation struc-
ture of the data.

MODELS FOR SPATIAL DEPENDENCE
The spatial covariance of atmospherically driven pollutant
processes is affected by spatially varying features of landscape,
topography, and the complex interaction of meteorology and
emissions. Because of this complexity, one would not expect
the spatial covariance function to have a simple form. How-
ever, early models for spatial data focused on simple correla-
tion functions that depended only on the distance between
monitoring sites. As noted by Sampson et. al.,15 the lack of
general models for spatial covariance and limited comput-
ing resources led to almost complete reliance on stationary
models. However, recent research has developed more flex-
ible models that accommodate nonstationary, or hetero-
geneous, covariance structure when considered over a large
spatial range. Many approaches to modeling nonstationary
covariance begin by smoothing locally stationary models over
space or kernel smoothing of empirical covariances estimated
from a finite number of monitoring sites. Haas16-18 used a
moving window approach based on assuming first and sec-
ond order stationarity within each window to predict spatial
patterns of wet sulfate deposition in the United States. This
approach recognizes that spatial stationarity does not exist
everywhere, but does exist within a given window of sites.
Loader and Switzer19 used modified covariance estimates
obtained by shrinking the empirical covariances toward para-
metric covariances in a Bayesian context to predict patterns
of wet sulfate deposition data in the eastern United States.
Oehlert20 applied a kernel smoothing approach for smoothly
interpolating empirical covariances to estimate regional
trends in wet sulfate deposition.

Over the past decade, more sophisticated models for glo-
bal nonstationarity have been presented in the literature. A
recent manuscript by Fuentes21 described an approach for
representing nonstationary covariance as a spatially
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weighted combination of local orthogonal stationary cova-
riances in different regions. Covariance parameters are
estimated in a Bayesian context to allow for predictive
distributions accounting for the uncertainty of estimating
these parameters. Decomposition of spatial processes in
terms of empirical orthogonal functions has been applied
by Nychka and Saltzman22 and Holland et al.23 to model O3

and SO2 spatial fields. In both of these papers, the spatial
covariance is represented as a sum of a stationary isotropic
process and a linear combination of basis functions with
random coefficients designed to represent the deviation
from stationarity.

Higdon24 used a process-convolution approach for mod-
eling nonstationary covariance structure based on the con-
cept that any Gaussian stationary process can be expressed
as the convolution of a Gaussian white noise process with a
kernel function. To account for nonstationarity, the kernel
function can be allowed to vary smoothly over space.
Higdon25 constructed a space-time process by spatially
smoothing the white noise process defined over space and
time with a purely spatial kernel function. After assigning
prior distributions for all model parameters, this approach is
used to predict daily spatial patterns of maximum 8-hr aver-
age O3 concentrations.

A spatial deformation model was considered by Sampson
and Guttorp26 for modeling nonstationary covariance. These
authors propose a nonlinear transformation to deform the
geographic coordinates so that the process is approximately
stationary under the new coordinates. Meiring et al.27 discuss
the use of thin-plate spline models to relate the two spaces,
which appears to improve upon the transformation criterion
used by Sampson and Guttorp. These techniques have been
applied to analyses of acid rain and O3 concentrations.28-31

Royle and Berliner32 developed a hierarchical model for the
joint prediction of daily 8-hr average O3 concentrations and
maximum temperature in the Midwest. The method incorpo-
rates the dependence of O3 on temperature and emphasizes
the parameterization of relationships between variables in the
mean as opposed to the covariance.

In recent years, hierarchical Bayesian approaches for both
temporal and spatial interpolation have been developed, start-
ing with Le and Zidek.33 Brown et al.34 and Le et al.35 extended
this method to deal with the multivariate setting where not
all monitored sites measure the same set of pollutants. A major
advantage of Bayesian methods is that the uncertainty in the
estimation of both the mean and spatial covariance of the
spatial field can be incorporated in the predictive distribution
of pollution for any point of interpolation. Sun et al.36 devel-
oped predictive distributions for nonmonitored PM10 concen-
trations in Vancouver using a Bayesian approach. They noted
the underprediction of extreme values in the pollution field,
but the Bayesian methodology provides useful estimates of

uncertainties for large values. These uncertainties are needed
in health impact analyses to evaluate the association between
air pollution exposures and health outcomes. Cressie et al.37

compared Kriging and Markov-random field models in the
prediction of PM10 concentrations around Pittsburgh. Mean-
while, Kibria et al.38 developed a multivariate spatial predic-
tion methodology in a Bayesian context for the prediction of
PM2.5 data in Philadelphia. This approach was applied to PM2.5

and PM10 data measured at monitoring sites with different
start-up times.

FUTURE RESEARCH
The areas of spatial statistics in need of further research include

1. improving existing collection techniques for spatial-
temporal data sets with high percentages of missing
data;

2. developing better diagnostic methods for evaluating
the fit of alternative spatial models and characteriz-
ing the nature of underlying nonstationarity;

3. combining atmospheric model output with monitor-
ing data in a coherent way for improved spatial pre-
diction and validation of model output;

4. incorporating the time-dependence (if it exists) in
space-time models for better comparison to atmos-
pheric model output and to allow forecasting of pol-
lution over the short-term; and

5. developing specialized software for fast and optimal
analyses of large data sets.

The use of output from atmospheric models should be
emphasized. Given that many monitoring sites are located
in areas of high pollution levels, model output that charac-
terizes the low and high values of the underlying atmospheric
processes might give a more reasonable representation of the
mean surface. Also, a numerical model that explains most of
the spatial variation would allow modeling differences in the
data and model output that might be more stationary in the
mean and covariance structure. Hierarchical Bayesian mod-
els offer powerful approaches for modeling complex pollu-
tion processes. However, these models are computationally
demanding and innovative Monte Carlo approaches must
be developed to allow wider implementation of these models
for spatial prediction.

CONCLUSIONS
Over the past two decades, the application of spatial mod-
els has increased, particularly in the environmental sciences.
The primary motivation for this development is the grow-
ing awareness that environmental data collected in space
over an array of monitoring sites, like data collected over
time, are likely to be correlated. However, much of this re-
search has yet to percolate through to the routine analyses
of air quality data. The perspective that a clear demarcation
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exists between the scientific and regulatory monitoring com-
munities is counterproductive to optimizing the collective
value of research and monitoring. Both spatial and spatial-
temporal statistical models provide a bridge for broader in-
teraction and synthesis between these two groups. An
anticipated outcome of this collaboration is an improved
ability of the air regulatory community to apply spatial
models in a statistically rigorous fashion to uncover new
insights for environmental managers. Spatial prediction has
the potential to improve our response to increasingly com-
plex air quality issues, to provide a sound basis for resource
allocation decisions (particularly with respect to network
design), to refine the boundaries of nonattainment areas,
and to suggest new perspectives in the development of emis-
sions control strategies.

DISCLAIMER
The U.S. Environmental Protection Agency (EPA) collaborated
in the research described here. This article has been peer re-
viewed by EPA and approved for publication.
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