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The petascale HPC

environment will enable

investigations of computationally

challenging problems that

require computing systems

capable of delivering sustained

performance approaching 1015

floating point operations per

second (petaflops)…

ORNL Petascale Road Map

2008

DOE Office of Science
Leadership Computing Facilities

NSF Petascale computing solicitation

Argonne

ORNL Leadership Computing Facility
• Cray XT3/XT4 arch
• 1 Petaflop “peak” FY08/FY09
•22,400 quad-core Opterons
• 150 TBs memory
• 5 - 15 PBs disk space
• 240 GB/sec IO bandwidth

ANL Leadership Computing Facility
• IBM Blue Gene P
• 1 Petaflop “peak” FY08/FY09
• 288 TBs memory
• 16 PBs disk space
• 264 GB/sec IO bandwidth

NSF “Track 1” petascale system
• Status: pending
• 1 Petaflop sustained 2010
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Pioneers at the dawn of Pioneers at the dawn of terascaleterascale  computingcomputing

Compressible thermalCompressible thermal
starting plumestarting plume

•• 2003 - Simulation2003 - Simulation
–– 6 months run time6 months run time
–– 504x504x2048 grid504x504x2048 grid
–– 5 variables (u,v,w,5 variables (u,v,w,rhorho,temp),temp)
–– ~500 time steps saved~500 time steps saved
–– 9 TBs storage (4GBs/var/timestep)9 TBs storage (4GBs/var/timestep)
–– 112 IBM SP RS/6000 processors112 IBM SP RS/6000 processors

•• 2004 - Post-processing2004 - Post-processing
–– 3 months3 months
–– 3 derived3 derived  variables (variables (vorticityvorticity))

•• 2004 - Analysis2004 - Analysis
–– Abandoned!!! Abandoned!!! 

Mark Rast, NCAR/CU, 2003• 2006 - Analysis Resumed
• 2007 - Published

– New Journal of Physics
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The path to The path to petaflop petaflop computing: performancecomputing: performance
increases from 1977 toincreases from 1977 to  20062006

Orders of magnitude
difference between
improvements in CPU
speed and IO bandwidth

Disparity between
compute and IO is
increasing rapidly

Moore’s Law does not
apply to all computing
technologies!!!
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Definition: A system is Definition: A system is interactiveinteractive if the time between a user event and the response to that event is short enough if the time between a user event and the response to that event is short enough
maintain my full attentionmaintain my full attention

If the response time isIf the response time is……

1-5 seconds :1-5 seconds :      II’’m engagedm engaged

5-60 seconds : I5-60 seconds : I’’mm  tapping my foottapping my foot

1-3 minutes :1-3 minutes :        II’’m reading emailm reading email

> 3 minutes : > 3 minutes :       II’’veve  forgotten why I asked the question!forgotten why I asked the question!

What is meant by What is meant by interactiveinteractive analysis? analysis?
Mark Mark RastRast, 2005, 2005

Wait time in seconds for reading a 3D scalar volume
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Starting plume ES, Kaneda 2002 NSF Track 1
turbulence app.

Desktop

Workstation

Vis cluster

10% Baker

Interactive

(7 TBs)(2 GBs) (4 GBs) (262 GBs)

Ranger (TACC 1/2-
petaflop machine)
analysis resources.First
NSF Track 1 machine
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Is the situation hopeless?Is the situation hopeless?  Maybe not!Maybe not!

ManyMany  usefuluseful analysis operations can be performed without: analysis operations can be performed without:
–– Full data fidelityFull data fidelity

•• (e.g. 64-bit precision, native solution sampling)(e.g. 64-bit precision, native solution sampling)

–– Full data domainFull data domain
•• Regions of interest typically are localized spatially and temporallyRegions of interest typically are localized spatially and temporally

Data reduction neededData reduction needed
–– Data model supporting:Data model supporting:

•• Speed/quality tradeoffs (progressive data access)Speed/quality tradeoffs (progressive data access)
•• Efficient region Efficient region subsettingsubsetting

–– ToolsTools  that can effectively operate on data modelthat can effectively operate on data model

Peril of the Peril of the petascalepetascale……

We are in danger of computing more data than we can possibly examineWe are in danger of computing more data than we can possibly examine
in in depthdepth!!

1.1. Data sets may be too large to storeData sets may be too large to store

2.2. IO bandwidthIO bandwidth  bottlenecks may prohibit bottlenecks may prohibit interactiveinteractive  processingprocessing
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Discrete Wavelet TransformsDiscrete Wavelet Transforms
•• Discrete Fourier transformDiscrete Fourier transform

•• Discrete Wavelet TransformDiscrete Wavelet Transform

–– PropertiesProperties
•• Multiresolution Multiresolution representationrepresentation
•• Efficient: Linear time complexityEfficient: Linear time complexity
•• Adaptable: Can represent functions with discontinuities, bounded domains,Adaptable: Can represent functions with discontinuities, bounded domains,

and arbitrary topologyand arbitrary topology
•• Time frequency localization: Many coefficients are zero or close to zeroTime frequency localization: Many coefficients are zero or close to zero
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Scaling term (coarse
representation of signal)

Detail term (high frequency
components of signal)
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Computing wavelet transformsComputing wavelet transforms
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Standard 2D Wavelet Decomposition

nnD D Forward TransformForward Transform

1D1D  Forward TransformForward Transform

• Transforms are separable
• Extension to multiple
dimensions is straight forward
• Standard decomposition:
transform each dimension in
sequence

Stride = 1 Stride =
 nx

Note: non-unit stride has significant
performance implications
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Image credit: K.H. Parker

Fourier transform basis
function: sine, cosine

A very small sampling of wavelet transform
basis functions

Many wavelet families and
parameterizations within
each family to choose from.
Best choice is often far from
obvious.
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Wavelet based progressive data access (1)Wavelet based progressive data access (1)
Frequency truncation methodFrequency truncation method

•• Truncate Truncate ““jj”” parameter of expansion: parameter of expansion:

•• Provides coarsened approximations at power-of-twoProvides coarsened approximations at power-of-two
incrementsincrements

•• Good:Good:
–– SimpleSimple
–– FastFast
–– Implicit surviving coefficient coordinatesImplicit surviving coefficient coordinates
–– Preserves topology of original gridPreserves topology of original grid

•• Not so good:Not so good:
–– Limited to power-of-two reductionsLimited to power-of-two reductions
–– Compression qualityCompression quality

f t( ) = c k( )
k

k t( ) + d j k( )
j= 0

log2 N

k

j,k t( )

This is what VAPOR
currently does
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Strategies for large, multidimensional data:Strategies for large, multidimensional data:
Block (tile) based decomposition with low order coefficient gatheringBlock (tile) based decomposition with low order coefficient gathering
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X Transform Y Transform Reorder

 Blocking:
• Vastly improves performance on cache-based microprocessors
• Facilitates rapid ROI extraction
• Low order coefficient gathering reduces block boundary errors
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Solar thermal plume at varying resolutionsSolar thermal plume at varying resolutions
(compressions) under frequency truncation method(compressions) under frequency truncation method

5042x2048
(native)

2522x1024
(8:1)

1262x512
(64:1)

632x256
(512:1)
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Magnetic field line integrationMagnetic field line integration  resolution comparisonresolution comparison

153637683

38431923

•15363 MHD Simulation

•4th order Runge-Kutte

•Mininni et al. (2007)
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Wavelet based hierarchical data representation has been shown to enable
powerful speed/quality tradeoffs in VAPOR. Data sets up to 20483 can effectively
be analyzed with modest computing resources. But…

• Power-of-two reductions are limiting
• Not clear that current model will scale to petascale data sets

More aggressive data reduction required for petascale applications
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•• Goal: prioritize coefficients used in linear expansionGoal: prioritize coefficients used in linear expansion
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 are discarded coefficients

If u(t) ( (t) and (t) in case of wavelet expansion functions)
are orthonormal, then

• The error is the sum of the squares of the coefficients we leave out!
• So to minimize the L2 error, we simply discard (or delay transfer) the
smallest coefficients!
• If discarded coefficients are zero, there is no information loss!

orthonormal :  uk t( ),ul t( ) = u
k
t( )ul t( )dt =

0, k l

1, k = l

 
 
 

 
 
 

L2 error given by:

Wavelet based progressive data access (2)Wavelet based progressive data access (2)
Coefficient prioritization methodCoefficient prioritization method
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•• GoodGood
–– Approximation accuracy superior to frequency truncation methodApproximation accuracy superior to frequency truncation method

for a given compression ratefor a given compression rate
–– ArbitraryArbitrary  compression ratescompression rates
–– Flexibility (numerous compression metrics possible)Flexibility (numerous compression metrics possible)

•• Wavelet choicesWavelet choices
•• Coefficient selection criteriaCoefficient selection criteria

•• Not so goodNot so good
–– Algorithm complexityAlgorithm complexity
–– Algorithm Algorithm efficiency (both forward and inverse transform)efficiency (both forward and inverse transform)
–– Coefficient coordinates not implicitCoefficient coordinates not implicit

Wavelet based progressive data access (2)Wavelet based progressive data access (2)
Coefficient prioritization methodCoefficient prioritization method
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8:1 Compression - Global POP 1/10 degree ocean model8:1 Compression - Global POP 1/10 degree ocean model
F. Bryan, 2006F. Bryan, 2006

No compressionFrequency truncation Coefficient prioritization
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64:1 Compression - Global POP 1/10 degree ocean model64:1 Compression - Global POP 1/10 degree ocean model
F. Bryan, 2006F. Bryan, 2006

No compressionFrequency truncation Coefficient prioritization
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512:1 Compression - Global POP 1/10 degree ocean model512:1 Compression - Global POP 1/10 degree ocean model
F. Bryan, 2006F. Bryan, 2006

No compressionFrequency truncation Coefficient prioritization
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Seawater turbulence on a 6144x144x3073 gridSeawater turbulence on a 6144x144x3073 grid
W. Smyth & S. Kimura, 2007W. Smyth & S. Kimura, 2007

614x144x1536 ROI
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8:1 Compression - Seawater turbulence on a 6144x144x3073 grid8:1 Compression - Seawater turbulence on a 6144x144x3073 grid
W. Smyth & S. Kimura, 2007W. Smyth & S. Kimura, 2007

No compressionFrequency truncation Coefficient prioritization
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64:1 Compression - Seawater turbulence on a 6144x144x3073 grid64:1 Compression - Seawater turbulence on a 6144x144x3073 grid
W. Smyth & S. Kimura, 2007W. Smyth & S. Kimura, 2007

No compressionFrequency truncation Coefficient prioritization
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512:1 Compression - Seawater turbulence on a 6144x144x3073 grid512:1 Compression - Seawater turbulence on a 6144x144x3073 grid
W. Smyth & S. Kimura, 2007W. Smyth & S. Kimura, 2007

No compressionFrequency truncation Coefficient prioritization
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Coefficient prioritization method permits arbitrary compression rates notCoefficient prioritization method permits arbitrary compression rates not
possible with frequency truncation methodpossible with frequency truncation method

No compression 100:1 compression
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100:1 compression without blocking100:1 compression without blocking

No compression 100:1 compression
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Full 15363 domain 140x300x100 ROI

512:1 Compression - 1536512:1 Compression - 153633 MHD Decay Simulation MHD Decay Simulation
Mininni Mininni et al.,et al.,  PRL PRL 9797, 244503 (2006), 244503 (2006)
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512:1 Compression - 1536512:1 Compression - 153633 MHD Decay Simulation MHD Decay Simulation
Mininni Mininni et al.,et al.,  PRL PRL 9797, 244503 (2006), 244503 (2006)

No compressionFrequency truncation Coefficient prioritization
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Serial timings - Frequency TruncationSerial timings - Frequency Truncation

Inverse Data Transform
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• Linux RHEL 3.0

• 2 x Intel 3.4 GHz Xeon EMT64

• 8 GBs RAM

• 1Gb/sec Fibre Channel storage

Haar Transform

Data

• Scalar

• Single precision

Gains in microprocessor
technology enable transforms
at very low cost
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Serial timings - coefficient prioritizationSerial timings - coefficient prioritization

•• Compress (decompress) fileCompress (decompress) file
and write it back to diskand write it back to disk

•• 1536153633 MHD Simulation MHD Simulation

•• 512:1 compression512:1 compression

•• Lifting 4,4 waveletLifting 4,4 wavelet
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Parallel wavelet decodingParallel wavelet decoding

•• Compress (decompress) fileCompress (decompress) file
and write it back to diskand write it back to disk

•• 1536153633 MHD Simulation MHD Simulation

•• 512:1 compression512:1 compression

•• Lifting 4,4 waveletLifting 4,4 wavelet
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L2 and L2 and Lmax Lmax errors - coefficient prioritizationerrors - coefficient prioritization

•• Compress (decompress) fileCompress (decompress) file
and write it back to diskand write it back to disk

•• 1536153633 MHD Simulation MHD Simulation

•• 512:1 compression512:1 compression

•• Lifting 4,4 waveletLifting 4,4 wavelet
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Coefficient Prioritization CompressionCoefficient Prioritization Compression
Research ChallengesResearch Challenges

•• Block boundary artifactsBlock boundary artifacts
–– Low order coefficient gathering (as done with hierarchical progressive access)Low order coefficient gathering (as done with hierarchical progressive access)
–– Asymmetric waveletsAsymmetric wavelets

•• Efficient coefficient coordinate encodingEfficient coefficient coordinate encoding
–– Present schemes (e.g Present schemes (e.g octreesoctrees, , zerotreeszerotrees) don) don’’t scalet scale

•• PerformancePerformance
–– Efficient Efficient in situin situ encoder implementation on  encoder implementation on petatflop petatflop systemssystems
–– Efficient decoder for smaller, interactive systemsEfficient decoder for smaller, interactive systems

•• FullyFully  decompressed data can overwhelm resources of analysis platformdecompressed data can overwhelm resources of analysis platform
–– Perform analysis/visualization in wavelet spacePerform analysis/visualization in wavelet space
–– On-the-fly On-the-fly regriddingregridding

•• Choice of wavelet familyChoice of wavelet family
•• Coefficient prioritization scheme (L2 error minimization may not be bestCoefficient prioritization scheme (L2 error minimization may not be best

choice)choice)
•• Developing meaningful error metricsDeveloping meaningful error metrics
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Final remarksFinal remarks
•• ProgressiveProgressive  data access != compressiondata access != compression

–– Compression: loss of informationCompression: loss of information

–– Progressive data access: transforming data toProgressive data access: transforming data to  aa  spacespace  where they can bewhere they can be
accessed more intelligentlyaccessed more intelligently

•• Limits of compression are application and data dependentLimits of compression are application and data dependent

•• Opportunities exist for rapid hypothesis testing using compressed dataOpportunities exist for rapid hypothesis testing using compressed data
thatthat  may subsequently be validated with native datamay subsequently be validated with native data

•• Consider value of savingConsider value of saving  some some timesteps timesteps at reduced fidelityat reduced fidelity

•• MooreMoore’’s law does not apply to all computing technologiess law does not apply to all computing technologies
–– We are entering the era of the We are entering the era of the PetaflopPetaflop, not the , not the Petabyte-per-secondPetabyte-per-second!!
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Questions???Questions???

VAPOR: www.vapor.ucar.edu
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64:1 compression - 512x512x2048 Thermal Starting Plume64:1 compression - 512x512x2048 Thermal Starting Plume
M. M. RastRast, 2003, 2003

No compressionFrequency truncation Coefficient prioritization



A test of multiresolution analysis:  ForceA test of multiresolution analysis:  Force
balance in supersonic balance in supersonic downflowsdownflows

Sites of supersonic downflow are also those of very high vertical vorticity.  The cores of the vortex

tubes are evacuated, with centripetal acceleration balancing that due to the inward directed pressure

gradient.  Buoyancy forces are maximum on the tube periphery due to mass flux convergence.

The same interpretation results from analysis at half resolution.
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Courtesy Mark Rast, 2004


