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1. Introduction 

 

In 1988, the Intergovernmental Panel on Climate Change (IPCC) was jointly 

established by the World Meteorological Organization and the United Nations 

Environment Programme. The goals of this panel were threefold: to assess available 

scientific information on climate change, to evaluate the environmental and societal 

impacts of climate change, and to formulate response strategies. The IPCC’s first major 

scientific assessment, published in 1990, concluded that “unequivocal detection of the 

enhanced greenhouse effect from observations is not likely for a decade or more” (1). 

 

Six years later, the IPCC’s second scientific assessment reached a more definitive 

conclusion regarding human impacts on climate, and stated that “the balance of evidence 

suggests a discernible human influence on global climate” (2). This cautious sentence 

marked a paradigm shift in scientific understanding of the nature and causes of recent 

climate change. The shift arose for a variety of reasons. Chief amongst these was the 

realization that the cooling effects of anthropogenic sulfate aerosols had partially obscured 

the warming signal arising from increasing atmospheric concentrations of greenhouse 

gases (GHGs) (3). A further major area of progress was the increasing use of so-called 

“fingerprint” studies, which involve detailed statistical comparisons of modeled and 

observed climate change patterns (4, 5, 6). Fingerprinting relies on the fact that each 

climate forcing mechanism (e.g., changes in solar irradiance, volcanic dust, sulfate 

aerosols, or GHG concentrations) has a unique pattern of climate response (see Figure 

1). Fingerprint studies have greatly enhanced our ability to diagnose cause and effect 

relationships in the climate system. 

 

The third IPCC assessment was published in 2001, and went one step further than 

its predecessor. It made an explicit statement about the magnitude of the human effect on 

climate, and concluded that “There is new and stronger evidence that most of the warming 

observed over the last 50 years is attributable to human activities” (7). This conclusion 

was based on improved estimates of natural climate variability, better reconstructions of 

temperature fluctuations over the last millenium, continued warming of the climate system, 
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refinements in fingerprint methods, and the use of results from more (and improved) 

climate models, driven by more accurate and complete forcing estimates. 

 

 

 

Figure 1: Zonally-averaged temperature changes as a function of latitude (from 90°N-90°S) and height (from 

1000 hPa to 10 hPa). Results are from single forcing experiments (A through E) with historical changes in 

five individual forcings, and from an experiment with simultaneous changes in all five forcings (F). All 

experiments were performed with the coupled atmosphere-ocean Parallel Climate Model (PCM) (8). 

Temperature changes are expressed as linear trends in degrees Celsius per century, and were calculated 

over the period from 1890 to 1999. All results are ensemble means (averages over four individual 

realizations).  

 
 

With the release of the IPCC Working Group I Fourth Assessment Report (AR4) in 

early 2007, this gradual strengthening of scientific confidence in the reality of human 

influences on global climate has continued. The IPCC AR4 reported that “warming of the 

climate system is unequivocal”, and that “most of the observed increase in global average 
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temperatures since the mid-20th century is very likely due to the observed increase in 

anthropogenic greenhouse gas concentrations” (9), where the term “very likely” had a 

specific meaning (>90% probability that the statement is correct). Both of these 

statements were stronger than their counterparts in the Third Assessment Report. The 

AR4 justified this increase in scientific confidence on the basis of “…longer and improved 

records, an expanded range of observations and improvements in the simulation of many 

aspects of climate and its variability” (9). In its contribution to the AR4, IPCC Working 

Group II concluded that anthropogenic warming has had a “discernible influence” not only 

on the physical climate system, but also on a wide range of biological systems (10). 

 

These “bottom line” conclusions of past and present IPCC scientific assessments 

have been endorsed by other independent bodies, such as the U.S. National Academy of 

Sciences (11), other Science Academies (12), and the first Synthesis and Assessment 

Product of the U.S. Climate Change Science Plan (13). The clear message from these 

assessments is that human activities have significantly altered not only the chemical 

composition of Earth’s atmosphere, but also the climate system. Changes in atmospheric 

composition are an immutable fact, not speculation. Human activities have led to 

increases in well-mixed and shorter-lived GHGs, decreases in stratospheric ozone, and 

changes in the atmospheric burdens of sulfate and soot aerosols. All of these atmospheric 

constituents interact with incoming solar and outgoing terrestrial radiation. Human-induced 

changes in the concentrations of these constituents modify the natural radiative balance of 

Earth’s atmosphere, and therefore perturb climate. 

 

Despite the overwhelming scientific evidence of pronounced anthropogenic effects 

on climate, important uncertainties remain. The experiment that we are performing with 

the Earth’s atmosphere lacks a suitable control: we do not have a convenient parallel 

Earth on which there are no human-induced changes in atmospheric chemistry, and which 

would provide a reference for measuring the anthropogenic contribution to climate 

change. We must therefore rely on sources of information from times prior to any 

significant human influence on climate to estimate how Earth’s climate might have evolved 

in the absence of any human “forcing” (see Figure 2). Such sources include tree rings, ice 
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cores, corals, and boreholes (14) and numerical models of the “unforced” climate system. 

Climate changes inferred from paleoclimatic reconstructions and numerical models will 

always have uncertainties, so there will always be uncertainties in our estimates of the 

climate of an “undisturbed Earth”, and hence in the magnitude of human effects on 

climate. 

 

In the following, we provide a personal perspective on recent developments in the 

field of detection and attribution (D&A) research – that is, research directed towards 

detecting significant climate change, and attributing it to a specific cause or causes. Other 

reviews of this topic are given elsewhere (15, 16, 17, 18).  

 

2. Recent Progress in D&A Research 

 

2.1 Physical Consistency and Robustness of D&A Results 

 

The IPCC and National Academy findings that human activities are affecting global-scale 

climate are based on multiple lines of evidence: 

 

• Our continually-improving physical understanding of the climate system and the 

human and natural factors that cause climate to change. 

 

• Evidence from paleoclimate reconstructions, which enables us to place the 

warming of the 20th century in a longer-term context (19). 

 

• The qualitative consistency between observed changes in many different aspects 

of the climate system and model predictions of the changes that should be 

occurring in response to human influences (9, 20). 

 

• Evidence from rigorous quantitative fingerprint studies, which compare model and 

observed patterns of climate change. 
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Figure 2: Simulations of climate change and “total” natural variability using the Parallel Climate Model (8). 

Results are for global-mean, monthly-mean near-surface temperature changes. “Total” natural variability is 

the variability that would occur in the absence of any human influence on climate. It consists of both the 

“unforced” noise generated by processes internal to the climate system and the forced temperature 

variations caused by changes in solar energy output and volcanic aerosols. The brown lines represent 32 

individual realizations of “total” natural variability. These were obtained from four different types of 

experiment: forcing the model with combined anthropogenic and natural forcing (“ALL”), anthropogenic 

forcing only (“ANTHRO”), solar forcing only (“S”), or volcanic forcing only (“V”). Estimates of “total” natural 

variability can be derived in two different ways: by adding the individual S and V temperature changes, or by 

subtracting ANTHRO results from ALL. For each experiment, four realizations were available, each starting 

from different initial conditions of the climate system. There are thus 16 different combinations of S+V and 

16 combinations of ALL-ANTHRO. Adding or subtracting signals in this way amplifies the internal noise. 

Nevertheless, the forced temperature changes in the four different realizations of ALL clearly begin to 

emerge from the noise of “total” natural variability by the late 20th century. All anomalies were defined 

relative to climatological monthly means computed over 1950 to 1959. 
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This Section focuses on fingerprint evidence. The underlying strategy in fingerprint 

studies is to search for a model-predicted pattern of climate change (the “fingerprint”) in 

observational data. The fingerprint can be estimated in different ways, but is typically 

derived from a model experiment in which one or more human factors (such as 

atmospheric concentrations of GHGs or sulfate aerosol particles) are varied according to 

the best-available estimates of their historical changes. Different statistical techniques and 

metrics are then applied to quantify the level of agreement between the fingerprint and 

observations and between the fingerprint and model estimates of climate noise. This 

enables researchers to make rigorous tests of competing hypotheses regarding the 

possible causes of recent climate change (15, 16, 17, 18, 21, 22). 

 

Many research groups around the world have been involved in fingerprinting 

studies (23). These groups have employed a wide variety of statistical methods, climate 

models, and observational data sets. While early fingerprint work dealt almost exclusively 

with changes in near-surface or atmospheric temperature, more recent studies have 

applied fingerprint methods to a range of different variables, such as ocean heat content 

(24, 25, 26), sea-level pressure (27), tropopause height (28), zonal-mean precipitation 

(29), and atmospheric moisture (30). 

 

The common denominator in this research is the finding that natural climate 

variability alone cannot explain the observed climate changes over the second half of the 

20th century. The best statistical explanation of these changes invariably involves a large 

human contribution. D&A results are robust to the processing choices made by different 

groups, and show a high level of physical consistency across different climate variables. 

Observed atmospheric water vapor increases, for example (31), are physically consistent 

with increases in ocean heat content (32, 33) and near-surface temperature (34). 

 

There are a number of popular myths and misconceptions about fingerprint 

evidence. One misconception is that fingerprint studies consider global-mean 

temperatures only, and thus provide a very poor constraint on the relative contributions of 
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human and natural factors to observed changes (35). In fact, fingerprint studies rely on 

information about the detailed spatial structure (and often the combined space-time 

structure) of observed and simulated climate changes. Complex patterns provide much 

stronger constraints on the possible contributions of different factors to observed climate 

changes (36, 37, 38). 

 

Another misconception is that model-based estimates of natural internal climate 

variability (“climate noise”) are simply accepted uncritically in fingerprint studies, and are 

never tested against observations (39). This is demonstrably untrue. Many fingerprint 

studies explicitly test whether model estimates of climate noise are realistic, at least on 

annual and decadal timescales, where observational data are of sufficient length to obtain 

reliable estimates of observed noise (40, 41, 42, 43). 

 

2.2 The MSU Debate: A Resolution? 

 

For over a decade, scientists critical of “fingerprint” studies have highlighted satellite-

based estimates of tropospheric temperature change as evidence of a fundamental 

discrepancy between observations and climate model results. They have argued that 

tropospheric temperature measurements from satellites and weather balloons 

(radiosondes) show cooling of the troposphere over the past several decades, while 

climate models indicate that that the troposphere should have warmed in response to 

increases in greenhouse gases (Figure 1C). This apparent discrepancy between models 

and observations has been used to cast doubt on both “discernible human influence” 

conclusions and on the reality of the surface warming inferred from thermometer 

measurements (44).   

 

It is unquestionable that satellites have transformed our scientific understanding of 

the weather and climate of planet Earth. Since 1979, Microwave Sounding Units (MSU) on 

polar-orbiting satellites have measured the microwave emissions of oxygen molecules in 

the atmosphere. These emissions are proportional to atmospheric temperatures. 

Measurements of microwave emissions made at different frequencies can be used to 
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obtain information about the temperatures of broad atmospheric layers. Most attention has 

focused on estimates of the temperatures of the lower stratosphere and mid- to upper 

troposphere (T4 and T2, respectively) as well as on a retrieval of lower tropospheric 

temperatures (T2LT) (45). 

 

The first attempts to obtain climate records from MSU data were made by scientists 

at the University of Alabama in Huntsville (UAH) (46, 47, 48). Until recently, the UAH 

group’s analysis of the MSU data suggested that the tropical lower troposphere had 

cooled since 1979. Concerns regarding the homogeneity and reliability of the MSU-based 

tropospheric temperature trends were dismissed with the argument that weather balloons 

also indicated cooling of the tropical troposphere (49), and constituted a completely 

independent temperature monitoring system (50, 51). 

 

Throughout most of the 1990s, only one group (the UAH group) was actively 

working on the development of multi-decadal temperature records from MSU data. This 

situation persisted until 1998, at which time a second group, Remote Sensing Systems 

(RSS) in California, found a hitherto-unidentified problem with the UAH T2LT data. The 

problem was related to the progressive orbital decay and altitude loss over the lifetimes of 

individual satellites. This affected the portion of the Earth’s atmosphere that MSU 

instruments observe from space, and introduced a spurious cooling trend in the UAH T2LT 

data (52). The RSS findings suggested that the lower troposphere had actually warmed 

over the satellite era (53). 

 

The UAH group subsequently identified two new corrections that approximately 

compensated for the cooling influence of orbital degradation. These new factors were 

related to 1) the effects of orbital drift on the sampling of Earth’s diurnal temperature cycle; 

2) variations in measured microwave emissions arising from changes in the temperature 

of the MSU instrument itself, caused by changes in the instrument’s exposure to sunlight 

(the so-called “instrument body effect”, or IBE (54). 
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In the next phase of the MSU debate, three separate groups found that the mid- to 

upper troposphere had warmed markedly over the satellite era (55, 56, 57, 58, 59, 60), a 

conclusion strikingly different from the UAH results (49, 54). The UAH group continued to 

claim close correspondence between their own MSU-based estimates of tropospheric 

temperature trends and trends derived from radiosondes (49). This raised renewed 

questions regarding the quality of radiosonde temperature measurements. Were such 

measurements an unambiguous ‘gold standard’, suitable for making judgments about the 

relative quality of the MSU temperature datasets produced by different research groups? 

 

Recent research indicates that the answer to this question is “no”. The temperature 

sensors carried by radiosondes have changed over time, together with the shielding that 

protects sensors from direct solar heating. Solar heating of the sonde-borne sensors can 

affect the temperature measurements themselves. The introduction of progressively more 

effective shielding results in less solar heating of the sensors, thus imparting a non-

climatic trend to the daytime measurements. 

 

This effect was identified by Sherwood et al. (61), who contrasted the radiosonde-

based temperature trends based on nighttime ascents (with no solar heating effects) and 

daytime launches. Tropospheric temperature trends over the satellite era were 

systematically warmer in the nighttime data, a finding subsequently confirmed by Randel 

and Wu (62). Accounting for this time-varying solar heating effect in the sonde data 

yielded tropospheric temperature trends that were in better agreement with RSS and UMD 

estimates than with UAH results (61). 

 

Two papers published concurrently with Sherwood et al. shed further light on these 

issues. The first paper was by the RSS group, and described a new MSU retrieval of lower 

tropospheric temperatures (63). As in the case of the mid- to upper troposphere, RSS 

obtained substantially larger T2LT trends than UAH, both globally and for the tropics (64). 

Mears and Wentz (63) attributed most of these differences to an error in UAH’s method of 

adjusting for drift in the time of day at which satellites sample the Earth’s daily temperature 

cycle. This error led to an adjustment term that had the wrong sign, a problem 
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acknowledged by Christy and Spencer (65). When the UAH group remedied this problem, 

however, their T2LT trends increased by much smaller amounts than expected on the basis 

of the RSS analysis (66). 

 

The second paper addressed the physics that governs changes in atmospheric 

temperature profiles. It compared the relationship between surface and tropospheric 

temperature changes over a wide range of observational and climate model datasets (67). 

These comparisons were performed on multiple timescales, using month-to-month, year-

to-year, and decade-to-decade temperature changes. The focus was on the deep tropics 

(20°N-20°S), where the UAH, RSS, and UMD tropospheric temperature trends diverged 

markedly. The intent was to investigate whether the simple physics that governs the 

vertical structure of the tropical atmosphere could be used to constrain the uncertainties in 

satellite-based trends. 

 

This “simple physics” involves the release of latent heat when moist air rises due to 

convection and condenses to forms clouds. Because of this heat release, tropical 

temperature changes averaged over large areas (and averaged over sufficient time to 

damp day-to-day “weather noise”) are generally larger in the lower and mid-troposphere 

than at the surface (Figure 3). This “amplification” behavior is well-known from basic 

theory (68), observations (69, 70), and climate model results (71, 72, 73, 74). 

 

The UAH amplification results were puzzling. For “fast” (month-to-month and year-

to-year) fluctuations in tropical temperatures, UAH T2LT anomalies were 1.3 to 1.4 times 

larger than surface temperature anomalies, consistent with models, theory, and other 

observational datasets. But for “slow” (decade-to-decade) temperature changes, the UAH 

T2LT trends were smaller than surface trends, implying that the troposphere damped 

surface warming. Damping occurs even in the newest version of the UAH T2LT dataset 

(65), which has been corrected for the error identified by Mears and Wentz (63). In 

contrast, model amplification results were consistent across all timescales considered, 

despite large differences in model structure, parameterizations, and forcings. The RSS 
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T2LT data also showed amplification of surface warming for both “fast” and “slow” 

temperature changes. 

 

These results have at least two possible explanations, which are not mutually 

exclusive (17, 75). The first is that the UAH data are reliable, and different physical 

mechanisms control the response of the tropical atmosphere to “fast” and “slow” surface 

temperature fluctuations. Such time-dependent changes in the physics seem unlikely 

given our present understanding, and mechanisms that might explain such changes have 

yet to be identified. If this explanation is valid, all current models must have common 

errors that prevent them from capturing the complex physics that governs ‘real world’ 

amplification behavior. 

 

A second explanation is that significant inhomogeneities remain in the UAH 

tropospheric temperature records, leading to residual cooling biases in the UAH long-term 

trend estimates. In our view, this is both a simpler and more plausible explanation given 

the consistency of amplification results across models and timescales, our theoretical 

understanding of how the tropical atmosphere should respond to sustained surface 

heating (76), and the currently large uncertainties in observed tropospheric temperature 

trends (13).  

 

In summary (using a phrase popularized by Carl Sagan), extraordinary claims 

demand extraordinary proof. The extraordinary claim that the tropical troposphere had 

cooled since 1979 has not survived rigorous scrutiny. We have learned that uncertainties 

inherent in satellite estimates of tropospheric temperature change are far larger than they 

were originally portrayed to be, and there is no longer a fundamental discrepancy between 

modeled and observed estimates of tropospheric temperature changes (77). 

Paradoxically, it is the expansion of observational uncertainties (arising from 

improvements in our ability to quantify uncertainty) that has removed a major stumbling 

block in our understanding of the causes of recent climate change. 
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Figure 3: Amplification of monthly surface temperature variability in the tropical lower troposphere. Results 

are from a simulation of historical climate change performed with version 3.0 of the Community Climate 

System Model (CCSM) developed at the National Center for Atmospheric Research (78). The simulation 

included estimated historical changes in well-mixed greenhouse gases, sulfate aerosol direct effects, 

carbonaceous aerosols, tropospheric and stratospheric ozone, solar irradiance, and volcanic aerosols. The 

lower tropospheric temperature changes were calculated with a so-called static weighting function, which 

facilitates comparison with observational MSU T2LT data (67). Results were spatially-averaged over the deep 

tropics (20°N-20°S), and are in the form of monthly-mean anomalies relative to climatological monthly 

means (calculated over 1890 to 1909). There are 1,560 values (one for each month from January 1870 to 

December 1999). The black regression line is a least-squares fit to the data, and has a slope of roughly 1.35 

– i.e., tropical temperature changes in the lower troposphere are on average 1.35 times larger than at the 

surface. 
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2.3 Detecting Anthropogenic Effects at Sub-Global Scales 

 

At the time of publication of the IPCC Third Assessment Report (“TAR”) (7), most formal 

D&A studies compared global patterns of modeled and observed climate change (79, 80, 

81, 82, 83). Similarities in the largest features of these patterns were primarily responsible 

for the positive identification of human effects on climate (84, 85, 86, 87, 88). 

Comparatively little work had been done on the problem of identifying human effects on 

climate at regional and local scales. 

 

Arguably, it these regional-scale changes that will determine societal impacts and 

drive climate-related policy decisions. Accordingly, many recent D&A studies have shifted 

their focus from global to regional scales. This is a key area of progress since the IPCC 

TAR. In the following, we briefly summarize this new research, and discuss some of the 

basic challenges inherent in regional-scale D&A work. 

  

One fundamental problem in such work is that climate noise typically becomes 

larger when averaged over increasingly smaller domain sizes (89). An example of this is 

given in Figure 4, which shows surface temperature changes in an “unforced” control run 

and in simulations of 20th century climate. Temperature changes were spatially averaged 

over three different domains: the globe, the Northern Hemisphere, and the Western U.S. 

Even without rigorous statistical tests, it is obvious that global averaging produces the 

largest damping of climate noise. Of course, the signal also changes with spatial scale 

(e.g., the modeled and observed surface warming over the 20th century is larger in the 

Arctic than for the global mean). In general, however, signal and noise are likely to be 

most easily separable in the global results. 

 

Another problem relates to climate forcings. As attention shifts to smaller scales, it 

becomes more important to obtain reliable information about the climate forcings that have 

operated at these smaller scales. Some of these forcings are both uncertain and highly 

variable in space and time, and can have pronounced effects on local or even regional 

climate (90,  91). Examples include human-induced changes in land surface properties 



Santer and Wigley  6/28/2007 

 15 

(92) and in the concentrations of carbon-containing aerosols produced by the burning of 

fossil fuels and biomass (93, 94). Neglect or inaccurate specification of these 

heterogeneous forcings can hamper the identification of an anthropogenic fingerprint. 

 

To date, most published D&A research relies on model simulations that do not 

include forcing by land-use changes and carbonaceous aerosols (95). Despite the 

exclusion of these forcings, and despite the signal-to-noise issues mentioned above, a 

number of authors have claimed that the combined and individual signals of greenhouse 

gases and sulfate aerosols are now identifiable at continental and sub-continental scales 

in many different regions around the globe (96, 97, 98, 99). 

 

Related work (100, 101) suggests that an anthropogenic climate signal has already 

emerged from the background noise at even smaller spatial scales (at or below 500 km) 

(102), and may be contributing to regional changes in the distributions of plant and animal 

species (103). This new body of regional D&A research provides preliminary evidence that 

we are on the verge of detecting human effects on climate at scales of direct relevance to 

policymakers. 
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Figure 4: Simulated near-surface (2-meter) temperature changes averaged over the globe (A), the Northern 

Hemisphere (B), and the Western U.S. (30°N-50°N, 126°W-114°W; C). Results are from an “unforced” 

control run with no time-varying changes in natural or anthropogenic external forcings, and from an 

experiment (“All forcings”) with estimated historical changes in well-mixed greenhouse gases, sulfate 

aerosol direct effects, tropospheric and stratospheric ozone, solar irradiance, and volcanic aerosols. Both 

simulations were performed with the Parallel Climate Model (8). All monthly-mean temperature changes are 

defined relative to climatological monthly means calculated over 1890 to 1909. The “All forcings” run ends in 

December 1999. 

 

 

 

 



Santer and Wigley  6/28/2007 

 17 

2.4 Assessing Risks of Changes in Extreme Events 

           

In the aftermath of the severe European summer heat wave of 2003 (104) and the 

anomalously active 2005 Atlantic hurricane season (105), questions are frequently posed 

regarding the relationship between human-caused climate change and changes in the 

frequency, intensity, and duration of extreme events. Are individual extreme events like 

hurricane Katrina simply “Acts of God”? (106) Or has human-induced climate change 

somehow influenced the severity of such events? 

 

The standard (and correct) scientific answer to such questions is that we cannot 

confidently attribute any specific extreme event to human-induced climate change (107). 

However, we are capable of making informed scientific statements regarding the influence 

of human activities on the likelihood of extreme events (107, 108). This is an important 

distinction. 

 

As noted previously, climate models can be used to perform the control experiment 

(no human effects on climate) that we cannot perform in the real world. Using the 

“unforced” climate variability from a multi-century control run, it is possible to determine 

how many times an extreme event of a given magnitude should have been observed in 

the absence of human interference. The probability of obtaining the same extreme event 

is then calculated in a perturbed climate – for example, in a model experiment with 

historical or future increases in anthropogenic forcings, or under some specified change in 

mean climate (104, 108). Comparison of the frequencies of extremes in the control and 

perturbed experiments allows one to make probabilistic statements about how human-

induced climate change may have altered the likelihood of the extreme event (107, 109, 

110). This is sometimes referred to as an assessment of “fractional attributable risk” (104). 

 

Recently, a “fractional attributable risk” study involving the European summer heat 

wave of 2003 concluded that “there is a greater than 90% chance that over half the risk of 

European summer temperatures exceeding a threshold of 1.6 K is attributable to human 

influence on climate” (104). A similar investigation into the causes of sea-surface 
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temperature (SST) increases in Atlantic and Pacific hurricane formation regions found “an 

84% chance that external forcing explains at least 67% of observed SST increases in the 

two tropical cyclogenesis regions” (42). The causes of SST changes in these hurricane 

breeding grounds are of considerable interest given scientific evidence of a link between 

rising SSTs and increases in hurricane intensity (111, 112). 

 

These and related studies illustrate how the D&A community has moved beyond 

analysis of changes in the mean state of the climate, and now applies rigorous statistical 

methods to the problem of estimating how human activities may alter (or have altered) the 

probability of occurrence extreme events. Demonstration of human culpability in changing 

these risks is likely to have significant implications for the debate on policy responses to 

climate change. 

 

3. Conclusions 

 

In evaluating how well a novel has been crafted, it is important to look at the internal 

consistency of the plot. Critical readers examine whether the individual storylines are 

neatly woven together, and whether the internal logic makes sense. 

 

We can ask similar questions about the “story” contained in observational records 

of climate change. The evidence from numerous sources (paleoclimate data, rigorous 

fingerprint studies, and qualitative comparisons of modeled and observed climate 

changes) shows that the climate system is telling us an internally consistent story about 

the causes of recent climate change.  

 

Over the last century, we have observed large and coherent changes in many 

different aspects of Earth’s climate. The oceans and land surface have warmed (24, 25, 

26, 32, 33, 34, 113). Atmospheric moisture has increased (30, 31). Glaciers have 

retreated over most of the globe (114, 115). Sea level has risen (116). Snow and sea-ice 

extent have decreased in the Northern Hemisphere (117). The stratosphere has cooled 

(118), and there are now reliable indications that the troposphere has warmed (13, 17, 56, 
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57, 58, 59, 60, 61, 63, 67, 75). The height of the tropopause has increased (28). 

Individually, all of these changes are consistent with our scientific understanding of how 

the climate system should be responding to anthropogenic forcing. Collectively, this 

behavior is inconsistent with the changes that we would expect to occur due to natural 

variability alone. 

 

There is now compelling scientific evidence that human activities have had a 

discernible influence on global climate. However, there are still significant uncertainties in 

our estimates of the size and geographical distribution of the climate changes projected to 

occur over the 21st century (9). These uncertainties make it difficult for us to assess the 

magnitude of the mitigation and adaptation problem that faces us and our descendants. 

The dilemma that confronts us, as citizens and stewards of this planet, is how to act in the 

face of both hard scientific evidence that our actions are altering global climate and 

continuing uncertainty in the magnitude of the planetary warming that faces us. 
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