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ABSTRACT

This paper presents two finite-volume (FV) schemes for solving linear transport problems on the cubed-sphere grid system. The schemes are based on the central-upwind finite-volume (CUFV) method, which is a class of Godunov-type method for solving hyperbolic conservation laws, and combines the attractive features of the classical upwind and central FV methods. One of the CUFV schemes is based on a dimension-by-dimension approach and employs a fifth-order one-dimensional (1D) Weighted Essentially Nonoscillatory (WENO5) reconstruction method. The other scheme employs a fully two-dimensional (2D) fourth-order accurate reconstruction method. The cubed-sphere grid system imposes several computational challenges due to its patched-domain topology and nonorthogonal curvilinear grid structure. A high-order 1D interpolation procedure combining cubic and quadratic interpolations is developed for the FV schemes to handle the discontinuous edges of the cubed-sphere grid. The WENO5 scheme is compared against the fourth-order Kurganov–Levy (KL) scheme formulated in the CUFV framework. The performance of the schemes is compared using several benchmark problems such as the solid-body rotation and deformational-flow tests, and empirical convergence rates are reported. In addition, a bound-preserving filter combined with an optional positivity-preserving filter is tested for nonsmooth problems. The filtering techniques considered are local, inexpensive, and effective. A fourth-order strong stability preserving explicit Runge–Kutta time-stepping scheme is used for integration. The results show that schemes are competitive to other published FV schemes in the same category.

1. Introduction

Because of inherent conservative properties and geometric flexibility, finite-volume-based (FV) discretization techniques are becoming popular for new generation global atmospheric models. The cubed-sphere grid system (Sadourny 1972; Ronchi et al. 1996) provides quasi-uniform grid structures (control volumes) for atmospheric modeling, which is also an ideal system for FV horizontal discretization. The cubed-sphere grid system is free of polar singularities and the control volumes (grid cells) are logically rectangular leading to efficient parallel implementation (Yang and Cai 2011). In recent years, several new models have been developed that exploit computationally attractive features associated with the FV discretization and cubed-sphere geometry (Putman and Lin 2007; Cheruvu et al. 2007; Chen and Xiao 2008; Ullrich et al. 2010).

The cubed-sphere consists of six identical spherical surfaces defined by local coordinate systems that are discontinuous at the edges and corners. Therefore, a major difficulty in adopting the cubed-sphere geometry arises from the “handling” of the edges, where a special treatment is required. As the order of the discretization increases, the issue becomes more complex.
To predict the cell averages at the new time level, FV methods require a reconstruction procedure for fluxes at the cell edges from the known cell averages. This involves a computational halo region (stencil) encompassing several grid cells. A fully two-dimensional (2D) FV approach requires ghost cell creation at the cubed-sphere corner. However, a dimension-by-dimension approach employing two 1D reconstructions along the coordinate directions greatly simplifies the problem. A major concern with the dimension-by-dimension approach, the resulting FV scheme suffers from reduction in formal order of accuracy, and this issue might be more severe in nonorthogonal curvilinear grid such as cubed-sphere grid. This motivates us to compare the performance of 1D and 2D reconstruction high-order FV schemes for a variety of benchmark tests on the cubed sphere.

We consider a high-order FV discretization based on the so-called central-upwind finite-volume (CUFV) method introduced by Kurganov and Levy (2000) and Kurganov and Petrova (2001). The CUFV scheme is a semidiscretized method combining the attractive properties of the classical upwind and central FV methods. Its features include easy A-grid (unstaggered) implementation with simple Riemann solvers (numerical flux). Because of its semidiscretized (spatially discretized) formulation, the time integration can be performed by explicit multistage Runge–Kutta (RK) solvers resulting in high-order temporal accuracy and increased Courant–Friedrichs–Lewy (CFL) stability limit. A recent application of CUFV method for ocean and atmospheric modeling can be found in (Adamy et al. 2010; Nair and Katta 2013). For the present work, we consider two high-order spatial discretizations (reconstructions). The dimension-by-dimension version of the FV scheme is based on the fifth-order Weighted Essentially Nonoscillatory (WENO5) method (Liu et al. 1994; Shu 1997). For multidimensional application, high-order 2D WENO schemes are computationally prohibitive and rarely used for practical purpose. Therefore, we consider a fully 2D fourth-order FV discretization as given in Kurganov and Liu (2012). Our main focus here is to evaluate the dimension-by-dimension WENO5 reconstructions in a CUFV framework for linear transport problem on a nonorthogonal curvilinear cubed-sphere grid. The performance of WENO5 scheme is compared with a CUFV scheme based on 2D reconstructions as well as various other high-order FV schemes developed on the cubed sphere. In addition, we discuss strictly positivity-preserving filters for both CUFV schemes.

The paper is organized as follows. Section 2 describes CUFV schemes based on 1D and 2D reconstructions and its implementation on cubed sphere. In section 3, time integration schemes and positivity-preserving filters are discussed. Numerical experiments are described in section 4, followed by summary and conclusions in section 5.

2. CUFV formulation

a. 2D linear transport on cubed sphere

We consider the flux-form transport equation in \((x^1, x^2)\) space, without a source term as follows:

\[
\frac{\partial U}{\partial t} + \nabla \cdot F(U) = 0, \quad \text{in} \quad D \times (0, T), \quad \forall \ (x^1, x^2) \in D,
\]

where \(U = U(x^1, x^2, t)\) is conservative quantity, with the initial condition \(U_0 = U(t = 0)\), and \(T\) is the final time. In (1), gradient operator \(\nabla = (\partial / \partial x^1, \partial / \partial x^2)\) and the flux function \(F = (F_1, F_2)\). In the case of a cubed sphere, the computational domain \(D\) spans six identical nonoverlapping subdomains (faces \(\Omega^5\) of the cubed-sphere surface; \((x^1, x^2)\) are the central angles such that \((x^1, x^2) \in [-\pi/4, \pi/4]\), subjected to equiangular central projection (Rančić et al. 1996; Nair et al. 2005). Each subdomain \(\Omega^5\) is partitioned into \(N_c \times N_c\) nonoverlapping rectangular cells \(\Omega_{ij}\), where \(i, j = 1, 2, \ldots, N_c\), so that \(\Omega_{ij} = [(x^1_i - 1/2, x^1_i + 1/2), (x^2_j - 1/2, x^2_j + 1/2)]\). Thus, the total number of cells on the cubed sphere are \(6 \times N_c \times N_c\). In Fig. 1a a cubed sphere tiled with FV grid cells is shown, where \(N_c = 10\) and cell centers are indicated by dots. The width of each cell is \(\Delta x^1_i = (x^1_{i+1/2} - x^1_{i-1/2})\) and \(\Delta x^2_j = (x^2_{j+1/2} - x^2_{j-1/2})\), in \(x^1\) and \(x^2\) directions, respectively.

The advection equation in the curvilinear coordinates on a sphere without the source term is equivalent to the following:

\[
\frac{\partial U}{\partial t} + \frac{1}{\sqrt{g}} \frac{\partial}{\partial x^1} [u^1 \sqrt{g} U] + \frac{1}{\sqrt{g}} \frac{\partial}{\partial x^2} [u^2 \sqrt{g} U] = 0. \tag{2}
\]

The equation can be rearranged similar to (1) in the following flux form (Levy et al. 2007):

\[
\frac{\partial}{\partial t} [\phi] + \frac{\partial}{\partial x^1} [F_1(\phi)] + \frac{\partial}{\partial x^2} [F_2(\phi)] = 0, \tag{3}
\]

where \(\phi = \sqrt{g} U\), and fluxes \(F_1(\phi) = u^1 \phi, F_2(\phi) = u^2 \phi\), with contravariant velocity vectors \((u^1, u^2)\). Note that the metric term \(\sqrt{g}\) has an explicit analytical form in terms of \((x^1, x^2)\); details of the transformations and metric tensor are given in Nair et al. (2005) and Levy et al. (2007), and will not be discussed herein. Thus, the solution procedure for (3) in \((x^1, x^2)\) space is similar to that for the 2D Cartesian case.

b. CUFV schemes

A large class of FV methods for solving hyperbolic conservation laws are based on high-order extensions of
the Godunov scheme (Godunov 1959), collectively known as the Godunov-type schemes (Toro 1999). These schemes essentially have three basic steps in the solution process: reconstruction, evolution, and projection. In reconstruction step, piecewise polynomials are reconstructed over the grid cells spanning the domain from the known cell averages (piecewise constant data) at the previous time level (van Leer 1974; Colella and Woodward 1984). In evolution step, the piecewise polynomials are advanced in time, following the underlying conservation law. At the final projection step, new cell averages are computed on each cell by projecting the evolved polynomials onto cell averages. Such Godunov-type schemes are broadly classified into upwind and central schemes. The CUFV combines these two methods resulting in a class of semidiscrete (continuous in time) scheme, which are relatively simple and are easy to implement in various applications. Its novel features include high-order accuracy, use of simple numerical flux, and can be implemented in a nonstaggered grid system when used for a system of equations. These make CUFV computationally attractive for complex domain such as the cubed-sphere considered here. Detailed discussion of CUFV schemes including mathematical derivations, properties, and various practical applications can be found in a series of papers (see Kurganov and Levy 2000; Kurganov and Petrova 2001; Kurganov and Liu 2012).

The semidiscrete formulation corresponding to (1) can be written as follows:

$$\frac{d\bar{U}_{ij}}{dt} = \frac{-1}{\Delta x^j \Delta x^i} \left[ \sum_{e=1}^{4} \int_{\Gamma_e} \mathbf{H}_e \cdot \mathbf{n}_e \right],$$

where $\bar{U}_{ij}$ is the cell average, $\mathbf{H}_e \cdot \mathbf{n}_e$ is the numerical flux defined at the cell walls (interfaces), and $\mathbf{n}_e$ is the unit outward-drawn normal vector from the cell boundary $\Gamma_e$. The average quantity $\bar{U}_{ij}$, defined over an FV cell $\Omega_{ij}$, is computed by solving the ordinary differential equation (ODE) (4) in time. The order of spatial accuracy and computational efficiency of the FV scheme depends

**Fig. 1.** Schematic showing a cubed sphere (a) with rectangular FV cells, total $6 \times N_c^2$ cells ($N_c = 10$), which span the entire surface. The flux points along the FV cell walls required for the (b) dimension-by-dimension and (c) fully 2D cases.
on the polynomial representation for $U_{ij}$ and accuracy of the flux integrals.

Reconstruction functions are piecewise polynomials $P^n_0(x^1, x^2) = U_{ij}(x^1, x^2, t^n)$, representing the subgrid-scale distribution at a time $t = t^n$. They are subjected to the following conservation constraint:

$$
U_{ij}^n = \frac{1}{\Delta x_i^1 \Delta x_j^2} \int_{x_i^1}^{x_{i+1/2}} \int_{x_j^2}^{x_{j+1/2}} P^n_0(x^1, x^2) \, dx^1 \, dx^2,
$$

where $U_{ij}^n$ is the cell average at time $t = t^n$. There are several ways to represent $P^n_0(x^1, x^2)$ and formulate reconstruction procedure. The flux values are computed using $P^n_0$ along the boundaries as required in (4). For example, on the east wall of the cell $\Omega_{ij}$ (i.e., the edge $x_{i+1/2,j}$), we get contributions for $U_{i+1/2,j}$ from the left and right edges of the cell walls. They are usually denoted by $U_{i+1/2,j}$ and $U_{i+1/2,j}^+$, respectively. The flux at the point is defined by $H_{i+1/2,j}(U_{i+1/2,j}, U_{i+1/2,j}^+)$ and computed by the following formula (Kurganov and Petrova 2001):

$$
H_{i+1/2,j}(t) = \frac{F_1[U_{i+1/2,j}(t)] + F_1[U_{i+1/2,j}^+(t)]}{2} - \frac{\alpha_{i+1/2,j}(t)}{2} [U_{i+1/2,j}(t) - U_{i+1/2,j}^+(t)],
$$

where $\alpha_{i+1/2,j}(t)$ is the maximum local speed (absolute value of the flux Jacobian $\partial F_1/\partial U$) in the $x^1$ direction. In linear advection case, the flux formula reduces to the local Lax–Friedrichs (Rusanov) flux as given in (6). For reconstruction functions $P^n_0$, first we consider a dimension-by-dimension procedure followed by a fully 2D approach as follows.

1) DIMENSION-BY-DIMENSION FIFTH-ORDER WENO RECONSTRUCTIONS

The dimension-by-dimension case combines two sweeps of 1D polynomial functions along the coordinate direction and is subject to the conservation constraint (5). The WENO schemes are known to be robust for solving conservation laws. A comprehensive review for WENO scheme is given in Shu (1997). One can rigorously derive a fifth-order accurate fully 2D WENO scheme using a $5 \times 5$ stencil. Unfortunately, resulting scheme is computationally prohibitive and not particularly suitable for the cubed-sphere grid. Therefore, we consider CUFV scheme based on WENO reconstruction method, where a fifth-order accurate 1D reconstruction is used in each coordinate direction, hereafter referred to as WENO5. The WENO5 is one of the most widely used schemes in its class for various applications. Recently, Norman et al. (2011) and Blossey and Durrant (2008) used WENO5 for atmospheric modeling; Byron and Levy (2006) applied a central WENO5 scheme for a system of conservation laws.

In Fig. 2, a 2D stencil used for the WENO5 is schematically shown with cell centers in the west–east and south–north directions. Flux evaluation for the WENO5 scheme is required only at four cell walls as indicated in Fig. 1b, making the computational procedure relatively simple. A typical WENO reconstruction process involves a main computational stencil and several substencils within. The basic idea of the WENO method is to use a convex combination of reconstructions from all the stencils and employ nonlinear weights to achieve highest possible order of accuracy in smooth regions. The WENO scheme uses a convex combination of nonlinear weights $w_k$ from each stencil, which depends on the local smoothness of the solution, and results in a nonoscillatory solution. The smoothness indicators $\beta_k$, which are a measure of the smoothness of the solution, are computed for each stencil. A smaller value of $\beta_k$ indicates a smoother function. The WENO5 uses a five cell-wide stencil including the cell in question located at the center, where a family of 1D polynomials $P^k(x)$ are employed for reconstruction (Shu 1997). We briefly outline the reconstruction procedure as follows.

The point value required for flux evaluation can be computed using reconstruction functions. For example, at the east wall $U_{i+1/2} = R_{i+1/2}$, where $R_{i+1/2}$ is the
WENO5 reconstruction function at the cell interface 
\( x_{i+1/2} \) and is defined as 
\[
R_{i+1/2} = \sum_{k=0}^{r-1} w_k^p \mathbf{U}_{i+1/2}^k, \quad \text{where} \quad p_i^{k+1} = \sum_{j=0}^{r-1} c_{kj} \mathbf{U}_{i-k+j}.
\]
for \( k = 0, \ldots, r-1 \),

(7)

where \( r = 3 \) and the constant coefficients \( c_{kj} \) are as given in Liu et al. (1994). The nonlinear weights are defined as follows:

\[
w_k = \frac{\alpha_k}{\sum_{s=0}^{r-1} \alpha_s}, \quad \alpha_k = \frac{c_k}{(\epsilon + \beta_k)^2}, \quad k = 0, \ldots, r-1,
\]

where \( c_0 = 3/10, c_1 = 3/5, \) and \( c_2 = 1/10, \epsilon \) is small positive number to avoid division by zero, and the smoothness indicator \( \beta_k \) is defined by

\[
\beta_0 = \frac{13}{12}(\mathbf{U}_i - 2\mathbf{U}_{i+1} + \mathbf{U}_{i+2})^2 + \frac{1}{4}(4\mathbf{U}_i - 4\mathbf{U}_{i+1} + \mathbf{U}_{i+2})^2,
\]

\[
\beta_1 = \frac{13}{12}(\mathbf{U}_i - 2\mathbf{U}_{i+1} + \mathbf{U}_{i+2})^2 + \frac{1}{4}(4\mathbf{U}_i - 4\mathbf{U}_{i+1})^2,
\]

\[
\beta_2 = \frac{13}{12}(\mathbf{U}_i - 2\mathbf{U}_{i+1} + \mathbf{U}_{i+2})^2 + \frac{1}{4}(4\mathbf{U}_{i-2} - 4\mathbf{U}_{i-1} + 3\mathbf{U}_i)^2.
\]

The values \( \mathbf{U}_{i+1/2} \) at the interfaces are evaluated from the reconstruction functions, followed by computations of the east and west fluxes \( H_{i+1/2} \) using (6). Extending this procedure in \( x^2 \) direction yields the fluxes at the north and south walls \( H_{i+1/2} \). Thus, using the WENO5 scheme in a dimension-by-dimension manner (Shu 1997; Kurganov and Petrova 2001) the fluxes at four points (as shown in Fig. 1b) can be computed. Now the 2D semidiscrete scheme in (4) takes the following form:

\[
\frac{d}{dt} \mathbf{U}_{ij}(t) = -\frac{H_{i+1/2,j}(t) - H_{i-1/2,j}(t)}{\Delta x^2},
\]

which can be solved by a high-order RK ODE solver. Although the dimension-by-dimension approach is relatively easy to implement on the cubed sphere, formal order of accuracy of the resulting scheme may be limited to second order. This is due to the fact that the cross-derivative terms \( \partial U/\partial x \partial y \) are ignored in the polynomial reconstruction.

2) FULLY 2D RECONSTRUCTIONS

We consider the fourth-order fully 2D reconstruction functions used by Kurganov and Liu (2012) combined with the simple equation (6), the resulting CUFV scheme is hereafter referred to as the Kurganov–Levy (KL) scheme. For a FV cell \( \Omega_{ij} \) in \( (x, y) \) Cartesian plane, the reconstruction function is given by

\[
P_{ij}(x, y) = a_{00} + a_{01}(x - x_i) + a_{02}(y - y_j) + a_{11}(x - x_i)(y - y_j) + a_{20}(x - x_i)^2
\]

\[+ a_{02}(y - y_j)^2 + a_{03}(x - x_i)^3 + a_{30}(y - y_j)^3 + a_{21}(x - x_i)^2(y - y_j)
\]

\[+ a_{12}(x - x_i)(y - y_j)^2 + a_{40}(x - x_i)^4 + a_{22}(x - x_i)^2(y - y_j)^2 + a_{04}(y - y_j)^4,
\]

(9)

where the 13 coefficients \( a_{m,n}, 0 \leq (m + n) \leq 4, \) are functions of the partial derivatives (resulting from a Taylor series expansion) \( \partial^m x^m \partial^n y^n \), and subject to the conservation constraint (5). Details of the derivation can be found in Kurganov and Liu (2012), however, we provide the coefficients needed for flux computations in appendix A. Note that CUFV scheme using 2D reconstructions (9) requires a computational stencil as shown in Fig. 2.

For a fully 2D scheme, three flux points are located along each cell wall as shown in Fig. 1c. The line integrals along the cell walls are evaluated using three-point Simpson’s rule. Here we only show the evaluation for the east wall of \( \Omega_{ij} \), and the flux evaluation for the other walls follow the same pattern. The formula is given as

\[
\int_{\Gamma_{east}} \mathbf{H} \cdot \mathbf{n} \approx H_{i+1/2,j}
\]

\[= \frac{\Delta x^2}{6}[\hat{H}_{i+1/2,j-1/2} + 4\hat{H}_{i+1/2,j} + \hat{H}_{i+1/2,j+1/2}],
\]

(10)

where \( \hat{H}_{i+1/2,j+1/2} \) indicates a point-flux evaluation using (6) at the northeast corner, and \( H_{i+1/2,j} \) is the net flux at the east wall. Using letter symbols as indicated in Fig. 2, (east (E), west (W), north (N), south (S), southeast (SE), southwest (SW), northeast (NE), northwest (NW)) instead of subscripts \((i=1/2,j=1/2, \ etc.)\), the flux \( H_{i+1/2,j} \) in
(10) can be written as follows (Kurganov and Petrova 2001):

\[
H_{i+1/2,j} = \frac{1}{12} \left[ F(U_{i+1,j}^{NW}) + F(U_{i+1,j}^{NE}) + 4[F(U_{i+1,j}^{W}) + F(U_{i+1,j}^{E})] + F(U_{i+1,j}^{SW}) + F(U_{i+1,j}^{SE}) - a_{i+1/2,j}^1 \times [U_{i+1,j}^{NW} - U_{i+1,j}^{NE} + 4(U_{i+1,j}^{W} - U_{i+1,j}^{E}) + U_{i+1,j}^{SW} - U_{i+1,j}^{SE}] \right],
\]

(11)

where \(a_{i+1/2,j}^1\) is the maximum local speed in the \(x^1\) direction. See appendix A for details of flux computations in (11). Using symmetry the fluxes as required in (8), \(H_{i-1/2,j}\) and \(H_{i,j+1/2}\) can be computed.

3) TREATMENT AT THE CUBED-SPHERE EDGES

High-order FV schemes require a wider computational stencil involving several cells. Because of the coordinate discontinuity at the edges of the cubed-sphere face, creation of such stencils is a challenging task for the cubed-sphere grid system. Each face of the cubed sphere has logically rectangular cells, however, by the virtue of equiangular (central) projection this further simplifies (i.e., in the computational domain \(\Delta x^3 = \Delta x^2\)). For the CUFV scheme considered herein, we employ the computational stencil as seen in Fig. 2, which requires two grid cells on both sides along the coordinate directions for WENO5 (total nine cells), and four additional corner cells (ghost cells, colored in red) in the case of fully 2D reconstructions. On the surface of the cubed-sphere the cell centers (where cell averages are computed) lie along great-circle arcs. We adopt a strategy described in Ronchi et al. (1996), Yang et al. (2010), and Rossmanith (2006), where the grid lines are extended to both edges along the great-circle arcs beyond the usual range \([-\pi/4, \pi/4]\), and perform high-order 1D interpolations. For subdomain extensions, we also exploit a property of the central projection by which the extended points on the overlap regions lie along great-circle arcs. In our case the grid lines need to be further extended by two grid cells (ghost cells) at the edges, which are located on the neighboring panels (see Fig. 3). However, each horizontally extended point (say in the \(x^1\) direction) is straddled by grid points from the adjoining panel along a great-circle arc, but in the vertical \((x^2)\) direction.

To illustrate the 1D interpolation process, we consider two lateral adjoining panels as shown in Fig. 3, where the cell centers are marked as red and blue points, with known spherical coordinates. Let \(\theta_k, k = 1, 2, \ldots, N\) be the latitudes of cell centers on the right panel (blue points) and located next to the edge line in the \(x^2\) direction. These points serve as source points for 1D interpolation along the great-circle arc, and are marked as a vertical dotted line in Fig. 3. The target points are also computed on the cell centers of the ghost cells, which are extended on the halo zone. Let the latitudes of target points be \(\theta_k', k = 1, 2, \ldots, N\), which are located along the same dotted line and denoted by red circles (Fig. 3), in such a way that \(\theta_1', \ldots, \theta_N' \in [\theta_1, \theta_N]\). Since the source and target points lie along the same great-circle arc (analogous to a straight line in 2D Cartesian geometry), a natural and easy option for finding the values at the target points is by employing 1D high-order interpolations.

We use the cubic-Lagrange interpolation along the dotted lines to compute cell averages at the target points (on halo cells) \(\theta_2', \theta_3', \ldots, \theta_{N-1}'\). The values at the corner (halo) point, say at \(\theta_1'\), can be computed by a quadratic interpolation using the known values at source points \(\theta_1, \theta_2, \text{ and } \theta_3\); similarly, the cell average at \(\theta_N'\) can be quadratically interpolated. The cell-average values at the second layer of halo cells required for WENO5 and KL schemes can be computed in a similar manner. Using the symmetry of the cubed-sphere grid system, the source and target coordinates \((\theta_k, \theta_k', \ldots)\) can be reused for any cubed-sphere edges, and the implementation of this procedure is straightforward for the dimension-by-dimension schemes. The combination of cubic and quadratic 1D interpolation avoids using information from the third panel,
and reduces error. Also we found that 1D high-order (quintic) interpolation, which uses information from the third panel, can deteriorate the convergence rate. A fully 2D scheme requires an additional ghost-cell value for the reconstruction at the corner cell (see Fig. 2), which can be interpolated quadratically from the neighboring cell averages. Note that a drawback of this 1D approach may be the use of quadratic interpolation (a lower-order operation) at the corner cell, and computation of ghost-cell values for KL scheme. This may have some adverse effect on the global convergence rate.

Handling of the cubed-sphere edges for fully 2D scheme can be performed in a more sophisticated way for better accuracy, but at a higher computational cost. The multimoment FV scheme by Chen and Xiao (2008) identifies one layer of the target cells on the halo zone as described above. To find the ghost-cell values, a 2D interpolation is performed using the readily available local moments. This method seems to be very accurate but only suitable for multimoment FV schemes. Ullrich et al. (2010) proposed novel high-order FV schemes on the cubed-sphere, where the ghost-cell averages are obtained by using the Gauss quadrature over the target cell, which involves sampling the values at the quadrature points by the local reconstruction polynomials. However, for simplicity we do not employ this method for the KL scheme, rather we use the 1D approach described above. Using the common 1D interpolation procedure for both the WENO5 and KL schemes facilitates a closer comparison.

3. Time integrations and positivity filters

a. Time integration scheme: SSP-RK (5,4)

After the spatial discretization with FV schemes, the continuous equation (3) reduces to a semidiscretized ODE (8), which can be represented in the following general form:

$$\frac{d}{dt} \mathbf{U}(t) = L(\mathbf{U}) \text{ in } (0, T),$$  \hspace{1cm} (12)

where $L$ denotes the spatial discretization resulting from CUFV scheme. There are a wide variety of time integrators available to solve the ODE (12). However, we only consider the explicit RK time integration method.

A new class of optimal high-order strong stability preserving (SSP) and low-storage SSP RK schemes with stage ($s$) > order ($p$), have been proposed by Spiteri and Ruuth (2002). These schemes are more efficient than the known schemes with $s = p$, due to the increase in the allowable time step, which more than compensates the added computational cost per step. Another advantage of these is they do not generate new local maxima or minima (or total variation diminishing property in time) because of the time discretization. In the present work, we use five-stage fourth-order SSP-RK scheme [or SSP-RK (5,4)] for WENO5 and KL schemes. Note that the allowable time step for this scheme is greater than that of the Shu–Osher fourth-order scheme and fourth-order explicit RK scheme (Gottlieb et al. 2001). The CFL limit for this scheme is approximately 1.5. The SSP-RK (5,4) scheme can be written in the following way:

$$\mathbf{U}^{(0)} = \mathbf{U}^{(n)},$$

$$\mathbf{U}^{(i)} = \sum_{k=0}^{i-1} [a_{ik} \mathbf{U}^{(k)} + \Delta t \beta_{ik} L(\mathbf{U}^{(k)})], \quad i = 1, 2, \ldots, s,$$

$$\mathbf{U}^{n+1} = \mathbf{U}^{(s)}.$$

Constants $a_{ik}$ and $\beta_{ik}$ are given in appendix B.

b. Positivity-preserving filters

The WENO schemes can control spurious oscillations in the solution to a great extent, nevertheless, there is no guarantee that it will always keep the numerical solution within the legitimate (physical) bounds. The numerical solution with WENO schemes may still have small amplitude oscillations, in other words, these schemes are only “essentially” nonoscillatory, but not strictly positivity preserving. Another issue is that the final semi-discrete FV equation (8) itself may be a source for tiny spurious negative numbers due to numerical precision errors. This is because on the right side of (8), time tendencies are computed as differences of fluxes through the cell walls, when the values of the fluxes are very close, the net result may have a negative sign (with very small magnitude). For many atmospheric tracers such as humidity and mixing ratios, the global maximum and minimum values are known in advance, moreover, for which negative values are not acceptable. To address this issue we implement optional positivity-preserving filters to the CUFV schemes.

First, we discuss a bound-preserving (BP) conservative filter, which is particularly useful when the global minimum and maximum value of the solution is known in advance. In the present work we implement the BP filter for the schemes considered. The BP filter relies on local reconstruction polynomial, and it is computationally inexpensive. The BP filter is based on the Liu and Tadmor (1998) limiter. Recently, Zhang and Shu (2010) extended this for high-order discontinuous Galerkin (DG) schemes, and Zhang and Nair (2012) implemented the BP filter for a DG transport scheme on the cubed sphere. We apply this filter for both WENO5 and KL reconstruction polynomials.
Let \( P_y(x, y) \) be a reconstruction polynomial on a cell \( \Omega_j \) with a known cell average of \( U_{ij} \). The BP filter replaces \( P_y(x, y) \) by a bound preserving reconstruction \( \tilde{P}_y(x, y) \) as follows:

\[
\tilde{P}_y(x, y) = \theta_{ij} P_y(x, y) + (1 - \theta_{ij})U_{ij},
\]

where the limiter function \( \theta_{ij} \in [0, 1] \), is defined as

\[
\theta_{ij} = \min \left\{ \frac{M - U_{ij}}{M_{ij} - U_{ij}}, \frac{m - U_{ij}}{m_{ij} - U_{ij}}, 1 \right\},
\]

where \( M \) and \( m \) are the global maximum and minimum values, respectively, of the initial condition. The local extrema \( M_{ij}, m_{ij} \) on a cell \( \Omega_j \) are given by

\[
M_{ij} = \max_{(x,y) \in \Omega_j} \{ P_y(x,y) \}, \quad m_{ij} = \min_{(x,y) \in \Omega_j} \{ P_y(x,y) \}.
\]

The extrema \( M_{ij}, m_{ij} \) are numerically evaluated from the reconstructed point values on the cell boundary, which are corrected using (13) and then \( P_y(x, y) \) can be used for computing fluxes.

A scheme is considered to be positive definite, if it does not introduce any negative values in the computed solution from nonnegative initial values. However, because of arithmetic precision errors as mentioned above, the solutions with very small magnitude might still have negative signs. A positivity-preserving (or sign preserving) (PP) filter may be applied at the final stage of computation to completely eliminate unacceptable negative solution. To ensure the positivity of the solution, we employ the PP filter based on an upstream renormalization approach developed by Smolarkiewicz (1989). For oscillations with small amplitude this filter is very robust, and we apply the PP filter as the finalization process for CUFV combined with BP filter. The PP filter is local, computationally cheap, and easy to implement. Recently, Blossey and Durran (2008) implemented the PP filter for their FV schemes, this is in fact, a special case of the flux-corrected transport (FCT) algorithm (Durran 1999). The details of the PP algorithm can be found in Smolarkiewicz (1989). Note that the BP filter is only applicable when the global extrema \( M \) and \( m \) are known, and it is considered to be a limitation of this approach (Zhang and Nair 2012).

4. Numerical experiments

For the spherical advection experiments, we use several benchmark tests such as the solid-body rotation tests and the deformational-flow tests. One can use the point values created at the cell centers with the (exact) initial condition \( U(t = 0) \), as the cell averages (Lauritzen et al. 2010). However, for better consistency, we create \( 3 \times 3 \) point values initially on each cell (see Fig. 1c), and then the cell-averaged value \( \bar{U}_{ij} \) is computed by the following Simpson’s rule:

\[
\bar{U}_{ij} = \frac{1}{36} \left( U_{i-1/2,j-1/2} + U_{i-1/2,j+1/2} + U_{i+1/2,j-1/2} + U_{i+1/2,j+1/2} + U_{i-1/2,j+1/2} + U_{i+1/2,j-1/2} + 4U_{i-1/2,j} + 4U_{i+1/2,j} + 16U_{ij} \right).
\]

The normalized standard errors \( \ell_1, \ell_2, \ell_\infty \) used for the test cases are as those defined in Nair and Lauritzen (2010).

a. Solid-body rotation tests

We first consider the solid-body rotation test proposed by Williamson et al. (1992), where a “cosine bell” is used as scalar field \( U \). Since the exact solution is known at all times, error measures can be computed. The cosine bell is defined in spherical coordinates \((\lambda, \theta)\), where \( \lambda \) is the longitude and \( \theta \) is the latitude:

\[
U(\lambda, \theta, 0) = \begin{cases} (h_0/2)[1 + \cos(\pi r_d r_0)] & \text{if } r_d < r_0 \\ 0 & \text{if } r_d \geq r_0 \end{cases}
\]

where \( r_d \) is the great-circle distance between \((\lambda, \theta)\) and the center of the bell. The cosine bell with base radius \( r_0 = R_e/3 \) is placed at \((\lambda_c, \theta_c) = (3\pi/2, 0)\), which corresponds to the center of the face \((F_0)\) on the cube. The height of the bell is \( h_0 = 1000 \text{ m} \), and radius of the earth \( R_e = 6.371 \times 10^6 \text{ m} \). The spherical velocity components \((u_4, v_4)\) of the nondivergent wind field are defined to be

\[
u_4 = u_0(\cos\alpha_0 \cos\theta + \sin\alpha_0 \cos\lambda \sin\theta) \quad \text{and} \quad v_4 = -u_0 \sin\alpha_0 \sin\lambda.
\]

Here \( u_0 = (2\pi R_e)/(12 \text{ days}) \) and \( \alpha_0 \) is the angle between axis of cosine-bell rotation and the polar axis of the spherical coordinate system. It takes 12 simulated days \((288 \text{ h})\) to complete one revolution around the sphere. When \( \alpha_0 = 0, \pi/2, \text{ and } \pi/4 \), the flow is oriented along the equator (east–west), poles (north–south), and diagonal (northeast) directions, respectively. The flow along the northeast direction is the most challenging case, since the bell passes through four vertices and two edges to complete one revolution around the sphere; we use this particular configuration.

Although the cosine-bell initial condition is widely used for testing the accuracy of spherical advection schemes, it is not a good choice for convergence study because the scalar field (17) is only a \( C^1 \) function. For convergence tests we consider a smooth Gaussian
distribution \((C^o)\), which is defined as below in terms of absolute Cartesian coordinates:

\[
(X, Y, Z) = (R_a \cos \theta \cos \lambda, R_a \cos \theta \sin \lambda, R_a \sin \theta),
\]

where the parameters \(h_{\text{max}} = 1000\text{ m}, b_0 = 40\text{ m}^{-2}\) so that the Gaussian profile has a comparable height and base radius with that of the cosine bell on the sphere. The center of the Gaussian profile is initially located at \((\lambda_c, \theta_c) = (3\pi/2, 0)\), which corresponds to the Cartesian coordinates \((X_c, Y_c, Z_c)\), and is related through (18). All other parameters including the wind field are set to be

\[
U(\lambda, \theta, 0) = h_{\text{max}} \exp \left\{ -b_0 \left[ \left( X - X_c \right)^2 + \left( Y - Y_c \right)^2 + \left( Z - Z_c \right)^2 \right] \right\},
\]

Fig. 4. Results of the cosine-bell advection test on the cubed sphere after one revolution (12 days) with the WENO5 scheme. The wind field is oriented along the northeast direction \((ao = \pi/4)\), on a 48 \times 48 \times 6 grid \((N_c = 48)\), with \(C_{\text{max}} = 0.25\). (a) Initial (cell averaged) height (m) of the cosine bell, (b) numerical solution without any filter, (c) solution with BP filter, and (d) solution with the BP and PP filters.
the same as in the case of cosine-bell test. For the solid-body rotation tests we report on the global maximum of the directional Courant numbers $C_{\text{max}}$, which is defined as follows (Rossmanith 2006):

$$C_{\text{max}} = \max \left( |u|^1 \frac{\Delta t}{\Delta x^1}, |u|^2 \frac{\Delta t}{\Delta x^2} \right),$$

and the number of time steps $N_{\text{step}} = 12 \text{ days}/\Delta t$, required for a complete revolution on the sphere.

First, we demonstrate the effect of BP and PP filters with the cosine-bell advection test. For this experiment the WENO5 scheme was selected on a $48 \times 48 \times 6$ (or $N_c = 48$) cubed-sphere grid with $\alpha_0 = \pi/4$, $N_{\text{step}} = 1350$, and $C_{\text{max}} \approx 0.25$. The solutions after one revolution are shown in Fig. 4 for different combinations of the filters. Without using any filter the WENO5 scheme produces spurious oscillations (see Fig. 4b, where the minimum value $\approx -8$ m). Spurious oscillations in the solution are successfully suppressed by the BP filter. Nevertheless, there are still minute negative values $[O(-10^{-3})]$ left in the solution (Fig. 4c), which are completely removed by applying the PP filter, as seen in Fig. 4d. In addition, we have compared the time traces of normalized $\ell_2$ errors for different combinations of the filters, however, the application of BP and PP filters did not degrade the accuracy of the scheme (results are not shown).

To compare the results with other high-order FV models, we conducted additional experiments for the cosine-bell test. At a resolution $40 \times 40 \times 6$ with $N_{\text{step}} = 192$ (i.e., $\Delta t = 90 \text{ min}$, $C_{\text{max}} \approx 1.4$), the $\ell_1$, $\ell_2$, and $\ell_\infty$ errors for WENO5 (with the BP filter) are 0.0202, 0.0142, and 0.0153, respectively. Time traces of normalized errors are shown in Fig. 5, where the results with WENO5 are slightly better than that with the KL scheme for $\ell_1$ and $\ell_2$ errors, but the $\ell_\infty$ error is smaller for the KL scheme. No obvious noises are generated by cubed-sphere edges and the interpolation seems to be performing as expected. Note that this experiment configuration is similar to that used by Ullrich et al. (2010) for a fourth-order FV scheme for their Fig. 5; however, error measures are smaller for both WENO5 and KL cases. This indicates that the interpolation procedure we used at the cubed-sphere edges is accurate. When the number of time steps is further decreased to $N_{\text{step}} = 160$ ($C_{\text{max}} \approx 1.7$), the error measures are $\ell_1 = 0.0242$, $\ell_2 = 0.0172$, and $\ell_\infty = 0.0131$; showing WENO5 is still accurate at a higher Courant number.

This experiment is repeated for a lower grid resolution $32 \times 32 \times 6$ with $N_{\text{step}} = 256$ ($C_{\text{max}} \approx 0.9$), and the normalized errors are $\ell_1 = 0.0401$, $\ell_2 = 0.0276$, and $\ell_\infty = 0.0245$. With the same experimental set up the conservative semi-Lagrangian multitracer transport scheme (CSLAM; Lauritzen et al. 2010), produces errors $\ell_1 = 0.0765$, $\ell_2 = 0.0414$, and $\ell_\infty = 0.0255$, higher than the results with WENO5. Note that CSLAM is a third-order conservative semi-Lagrangian method that does not require special interpolation procedure at the cubed-sphere edges, as required in the case of typical Eulerian FV methods. The fourth-order FV method
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Chen and Xiao (2008) and the third-order discontinuous Galerkin method (Zhang and Nair 2012) are essentially based on multimoment approach. Although they are relatively expensive algorithms, they possess several computationally attractive features such as multiple degrees of freedom for each cell to evolve in time and compact computational stencils (no or smaller halo regions), because of that they have robust ways to handle flux exchanges at the cubed-sphere edges. This could be a reason why the error measures reported by these schemes for solid-body rotation test at a resolution $32 \times 32 \times 6$ are better than those results with WENO5 or KL scheme.

Figure 6 shows the convergence of normalized errors ($\ell_2$, $\ell_\infty$) for the solid-body rotation test with a smooth Gaussian hill (19) initial condition. We achieved a third-to fourth-order convergence with both the WENO and KL scheme, for different flow orientations ($\alpha_0 = 0$, $\pi/4$), where the WENO5 scheme has a slightly better convergence rate as opposed to the KL scheme. The $\ell_\infty$ error (Figs. 6b,d) shows a better convergence rate for both schemes for equatorial flow ($\alpha_0 = \pi/4$). For a solid-body rotation test with a Gaussian hill on 2D Cartesian grid, we observed fourth-order convergence rate (results are not shown) for both the WENO5 and KL schemes. We cannot expect the same order of accuracy on the cubed-sphere
grid because of its inherent complexity. This indicates that a reason for degradation in convergence rate is mostly due to the corner-cell handling by quadratic interpolation and the ghost-cell approximation for the KL scheme.

**b. Deformational flow test: Moving vortices**

The first deformational test we use is the “moving vortices” test case introduced in Nair and Jablonowski (2008). Two steady vortices are created on a sphere, whose centers are located at diametrically opposite sides. The flow field is nondivergent, time dependent, and highly deformational; the vortices move along a great-circle trajectory while deforming, with the known exact solution. This test is more challenging than the solid-body rotation test, and particularly useful for advection schemes developed on cubed-sphere geometry. For the current tests, the vortex flow field is oriented along the northeast direction ($\alpha_0 = \pi/4$) so that the vortex centers pass through the vertex and edges of the cubed sphere. The exact solution at time $t$ is defined by (Nair and Jablonowski 2008):

$$U(\lambda', \theta', t) = 1 - \tanh \left[ \frac{\rho}{\gamma_0} \sin(\lambda' - \omega(\theta')t) \right],$$

where ($\lambda', \theta'$) are the rotated spherical coordinates with respect to the regular ($\lambda, \theta$) coordinates, $\rho = \rho_0 \cos \theta'$ is the radial distance of the vortex, and the parameters $\rho_0 = 3$ and $\gamma_0 = 5$. Angular velocity $\omega(\theta')$ is defined in terms of tangential velocity $V_t$:

$$\omega(\theta') = \begin{cases} V_t'(R_a \rho) & \text{if } \rho \neq 0, \\ 0 & \text{if } \rho = 0, \end{cases}$$

and the tangential velocity of the vortex field is defined by

$$V_t = u_0 \frac{3\sqrt{3}}{2} \text{sech}^2(\rho) \tanh(\rho),$$

where $u_0 = 2\pi R_a/(12 \text{days})$, scaled such that 12 model days are required for the full evolution of the vortices, which is the same time taken for a complete revolution around the sphere. The time-dependent wind field ($u_s, v_s$) is given by

$$u_s(t) = u_0 (\cos \theta \cos \alpha_0 + \sin \theta \cos \lambda \sin \alpha_0) + R_a \omega \{ \sin \theta \cos \theta \cos \lambda - \lambda \sin \theta \} \sin \theta,$$

$$v_s(t) = -u_0 (\sin \lambda \sin \alpha_0) + R_a \omega \{ \cos \theta \sin \lambda \cos \lambda \} \sin \lambda,$$

where $\alpha_0$ is the flow orientation parameter as used in the solid-body rotation case. Initial conditions for the vortex field are $U(\lambda', \theta', 0)$, with a vortex center kept at $[\lambda_c, (t = 0), \theta_c(t = 0)] = (3\pi/2, 0)$.

The cubed-sphere resolution is chosen to be $80 \times 80 \times 6$ (or $N_c = 80$, which corresponds to 1.125° resolution at the equator) so that the results could be compared to that with CSLAM and FV (Putman and Lin 2007) schemes. The flow fields are oriented along the northeast direction ($\alpha_0 = \pi/4$) with $N_{\text{step}} = 750$. Figure 7 shows initial, halftime (6 days), and final (12 days) vortex fields in Figs. 7a, 7b, and 7c, respectively, where the numerical simulations (Figs. 7b and 7c) are done with
the WENO5 scheme. For brevity we do not show the
time series of normalized errors. After a complete rev-
olution without BP filter, the normalized errors with the
WENO5 scheme are \( \varepsilon_1 = 0.0021, \varepsilon_2 = 0.0042, \) and \( \varepsilon_\infty = 0.0191, \) and with the KL scheme errors are \( \varepsilon_1 = 0.0021, \varepsilon_2 = 0.0043, \) and \( \varepsilon_\infty = 0.0194. \) When the BP
filter is applied, the WENO5 errors are \( \varepsilon_1 = 0.0024, \varepsilon_2 = 0.0043, \) and \( \varepsilon_\infty = 0.0190 \) and the corresponding er-
ors for the KL scheme are \( \varepsilon_1 = 0.0024, \varepsilon_2 = 0.0042, \) and \( \varepsilon_\infty = 0.0193. \) Thus, application of the BP filter causes
only a slight change for \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon_\infty \) errors. This is an
important feature of the BP filter, which does not de-
stroy the accuracy of smooth fields while keeping the
solution bounded. However, a typical slope limiter (van
Leer 1974; Colella and Woodward 1984) may clip the
legitimate extrema of smooth solution. Note that qual-
titatively there is no significant difference between the
solution with the WENO5 and KL schemes. The results
with the moving vortex test case are comparable to the
third-order CSLAM, and that reported by Putman and
Lin (2007), which is an FV scheme combined with high-
order boundary treatment.

c. Deformational flow test: Slotted cylinders

To further validate the CUFV schemes on the sphere,
we use a challenging benchmark deformational flow test
case recently developed by Nair and Lauritzen (2010).
We are particularly interested in nonsmooth (twin
slotted cylinder) initial conditions. The initial distri-
butions are deformed into thin filaments halfway
through the simulation while they are being trans-
ported along the zonal direction by the solid-body
component of the flow.

The initial twin slotted-cylinder data are given by

\[
U(\lambda, \theta) = \begin{cases} 
  c & \text{if } r_1 \leq r, |\lambda - \lambda_1| \geq r/6, i = 1, 2, \\
  c & \text{if } r_1 \leq r, |\lambda - \lambda_1| < r/6, \theta - \theta_1 < -5/12r, \\
  c & \text{if } r_2 \leq r, |\lambda - \lambda_2| < r/6, \theta - \theta_2 > 5/12r, \\
  b & \text{otherwise,}
\end{cases}
\]
where \( c = 1, b = 0.1 \), the radius of the cylinder \( r = 1/2 \), and 
\[ r_i(\lambda, \theta) = \arccos[\sin\theta_i \sin\theta + \cos\theta_i \cos\theta \cos(\lambda - \lambda_i)]. \]

The initial positions of the centers of the distributions are at \((\lambda_1, \theta_1) = (5\pi/6, 0)\) and \((\lambda_2, \theta_2) = (7\pi/6, 0)\), respectively. The slots are oriented in opposite directions for the two cylinders so that they are symmetric with respect to the flow. Figure 8a shows the initial position.

The wind field is nondivergent but highly deformational. The initial distributions are deformed into thin filaments halfway through the simulation while they are being transported along the zonal direction by the solid-body component of the flow. Note that an exact solution for this test is only available at the final time \( t = T \), and it is identical to the initial condition. The time-dependent nondivergent wind field is defined as

\[
\begin{align*}
 u_x(\lambda, \theta, t) &= \kappa \sin^2(\lambda') \sin(2\theta) \cos(\pi t/T) + 2\pi \cos(\theta)/T \\
 v_y(\lambda, \theta, t) &= \kappa \sin(2\lambda') \cos(\theta) \cos(\pi t/T),
\end{align*}
\]

where \( \lambda' = \lambda - 2\pi t/T, \kappa = 2.0 \), and \( T = 5 \) in non-dimensional time units.

The same test case can be used for convergence studies, if the slotted cylinders are replaced by two symmetrically located Gaussian hills in (19), as discussed in Nair and Lauritzen (2010). Recently, this test case has been considered in Lauritzen et al. (2012) for comparing various advection schemes. The initial smooth fields \((C'^*)\) undergo extreme deformation and translation during the simulation, and return to their initial position at the final time step. This test is designed to be very challenging for global transport schemes especially on the cubed sphere. We consider this test to further evaluate the convergence of the WENO5 and KL schemes.

Figure 8 shows the results of the deformational flow test with the WENO5 scheme in Figs. 8b and 8d, respectively, at halftime \((t = T/2)\) and final time \((t = T)\). Figure 8c shows the results with KL scheme at final time. The normalized errors at final-time \( T \), with the WENO5 scheme are \( \ell_1 = 0.146 \), \( \ell_2 = 0.175 \), and \( \ell_\infty = 0.533 \), and with the KL scheme errors are \( \ell_1 = 0.147 \), \( \ell_2 = 0.175 \), and \( \ell_\infty = 0.534 \). The maximum initial CFL for this simulation was \( C_{max} \approx 0.75 \), on a cubed-sphere grid with \( N_c = 90 \). The WENO5 and KL schemes results are comparable to those reported in Nair and Lauritzen (2010). It is clear from Fig. 8 that the BP and PP filters used in the schemes completely remove the spurious oscillations.

Figure 9 shows the convergence of the normalized errors with smooth deformational flow involving double-Gaussian fields. Clearly both WENO5 and KL show more than second-order convergence for the complex flow fields, and the results are comparable to
the CSLAM scheme as shown in Lauritzen et al. (2012). The semi-Lagrangian scheme with reduced dependence (flux based) on grid geometry shows a better convergence rate for this test as shown in Erath and Nair (2014). A degradation in the convergence may be due to the fact that both schemes rely on a quadratic interpolation method at the corner (halo) cells of the cubed sphere. A rigorous approach would be employing the compact Hermit interpolation recently introduced by Croisille (2013) or interpolation with localized radial basis functions at the cubed-sphere corners. However, we do not consider these advanced methods for the present study.

We roughly calculated the execution time taken by each scheme for the same test. From the comparison results we found that the WENO5 and KL schemes take almost same amount of time to compute. In general, our comparison study indicates that the dimension-by-dimension WENO5 is very competitive as compared to the fully two-dimensional KL scheme in terms of accuracy and efficiency.

5. Summary and conclusions

Central-upwind finite-volume (CUFV) schemes are a class of Godunov-type method for solving hyperbolic conservation laws, and combine the nice features of the classical upwind and central FV methods. Semidiscrete central schemes are high-order accurate and nonoscillatory, depending on the reconstruction procedure, and these features make them computationally attractive for atmospheric numerical modeling. We consider semidiscretized high-order CUFV schemes with a dimension-by-dimension fifth-order WENO reconstruction (WENO5) and a fourth-order fully 2D (KL) reconstruction. The flux computations are based on flux formula introduced in Kurganov and Petrova (2001), which employs a compact approach and relies on local wind speed. Time integration is performed with a fourth-order Runge–Kutta method for the WENO5 and KL schemes.

The WENO-based schemes are only essentially nonoscillatory indicating that oscillations of small amplitude will still remain in the solution. In a strict sense WENO schemes are not positivity preserving. To address the positivity issue, a bound-preserving (BP) conservative filter is combined with WENO reconstructions, and a positivity-preserving (PP) filter is used. The BP and PP filters are local and computationally inexpensive. To compare these schemes we use several benchmark tests on the cubed-sphere geometry. The cubed-sphere geometry is a challenging computational domain for FV schemes, because of the nonorthogonal curvilinear geometry and grid discontinuities at the edges and corners. We used a 1D interpolation method to extend grid points (ghost cells) along the great-circle arc at the edges for computational stencils. This interpolation procedure combines quadratic and cubic-Lagrange interpolations and does not require a third panel at the corner ghost cell, which simplifies the implementation of the WENO5 and KL schemes.

The advection tests on the sphere include solid-body rotation of a cosine bell and moving (deforming) vortices. These two tests are quasi smooth; all the error norms show that the results with WENO5 and KL schemes are very close. In addition, a new challenging deformational flow test was also used to assess the performance of the nonoscillatory scheme in the presence of strong discontinuities. The BP and PP filter combination perform very well for the nonsmooth problem, and it does not degrade the accuracy when the problem is smooth. The execution time was roughly calculated using the WENO5 scheme as a basic reference, and it shows that KL scheme takes little less time to compute and produces similar results. The error norms suggest that the results with spherical WENO5 and KL are comparable to those published with recent high-order (global) FV schemes (Ullrich et al. 2010; Chen and Xiao 2008).

The 1D component of the WENO5 scheme is fifth-order accurate, nevertheless, the dimension-by-dimension approach may cause reduction in the formal order of accuracy of the resulting 2D scheme to second order. However, the empirical convergence rate for a smooth solid-body rotation test indicates that both the WENO5 and KL schemes maintain an order of accuracy between the third and fourth order. For a very challenging deformational flow test (Lauritzen et al. 2012) the order of accuracy further reduces, and is in between the second and third order. Unfortunately other high-order FV models (recently published) do not report empirical convergence results with the deformational flow tests.

In terms of practical implementation (algorithmic simplicity), WENO5 is a clear winner because the underlying computational stencil is simple and does not require corner ghost cells. The 1D method used for creating halo regions may not be the best choice, especially for high-order fully 2D FV schemes. However, a new method based on a Hermitian compact stencil is available (Croisille 2013) for cubed-sphere grids for high-order interpolations. We will further investigate this approach for our future applications. The Gaussian quadrature approach proposed by Ullrich et al. (2010) might be a good option for the 2D KL scheme, and is a
topic for a future study. The benefits of BP and PP filters with CUFV schemes will be further studied for preservation of the tracer correlation and other desirable properties required for atmospheric chemistry applications (Lauritzen et al. 2012). It is not clear whether the WENO5 can perform better than a fully 2D scheme for nonlinear problems. This will be a matter for a future study, using a nonlinear global shallow-water model. Work in this direction is progressing and will be reported elsewhere.
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APPENDIX A

2D KL Scheme Reconstruction Details

To evaluate the flux $H_{i\pm1/2,j}$, $H_{i,j\pm1/2}$ in (8), eight point values along the cell walls (as indicated in Fig. 2) are required. The reconstructed point values at eight points on a single cell (i.e., \{E, W, N, S, SE, SW, NE, NW\}) can be obtained by the following:

\[
\begin{align*}
U_{ij}^E &= C_1 + C_2 + C_4 + C_9 + C_{12}, \\
U_{ij}^W &= C_1 - C_2 + C_4 - C_9 + C_{12}, \\
U_{ij}^S &= C_1 + C_3 + C_5 + C_{10} + C_{13}, \\
U_{ij}^N &= C_1 - C_3 + C_5 - C_{10} + C_{13}, \\
U_{ij}^{NE} &= U_{ij}^E + C_3 + C_5 + C_6 + C_7 + C_8 + C_{10} + C_{11} + C_{13}, \\
U_{ij}^{NW} &= U_{ij}^W + C_3 + C_5 + C_6 + C_7 + C_8 + C_{10} + C_{11} + C_{13}, \\
U_{ij}^{SE} &= U_{ij}^E - C_3 + C_5 - C_6 - C_7 - C_8 - C_{10} + C_{11} + C_{13}, \\
U_{ij}^{SW} &= U_{ij}^W - C_3 + C_5 + C_6 + C_7 - C_8 - C_{10} + C_{11} + C_{13}.
\end{align*}
\]

The details of the auxiliary quantities $C_i$ are given as follows:

\[
\begin{align*}
C_1 &= (7084U_{ij} + 368\alpha_5 U_{ij} + 27\alpha_5 U_{ij} + 10\alpha_5 U_{ij})/5760, \\
C_2 &= (36D_1 U_{ij} - 5D_2 U_{ij} - D_3 U_{ij} + D_4 U_{ij} - D_5 U_{ij})/96, \\
C_3 &= (36D_2 U_{ij} - 5D_3 U_{ij} - D_4 U_{ij} + D_5 U_{ij} - D_6 U_{ij})/96, \\
C_4 &= (38\alpha_1 U_{ij} - 3\alpha_2 U_{ij} + 2\alpha_2 U_{ij} - \sigma_D U_{ij} - 70 U_{ij})/192, \\
C_5 &= (38\alpha_1 U_{ij} - 3\alpha_2 U_{ij} + 2\alpha_2 U_{ij} - \sigma_D U_{ij} - 70 U_{ij})/192, \\
C_6 &= (D_1 U_{ij} + D_2 U_{ij} + D_3 U_{ij} + D_4 U_{ij})/16, \\
C_7 &= (D_1 U_{ij} + D_2 U_{ij} + D_3 U_{ij} + D_4 U_{ij})/32, \\
C_8 &= (D_1 U_{ij} - D_2 U_{ij} - D_3 U_{ij} - D_4 U_{ij})/32, \\
C_9 &= (D_2 U_{ij} + 2D_3 U_{ij})/96, \\
C_{10} &= (D_2 U_{ij} - 2D_3 U_{ij})/96, \\
C_{11} &= (4U_{ij} - 2\alpha_5 U_{ij} + \sigma_D U_{ij})/64, \\
C_{12} &= (6U_{ij} - 4\alpha_5 U_{ij} + 2\sigma_D U_{ij})/384, \\
C_{13} &= (6U_{ij} - 4\alpha_5 U_{ij} + 2\sigma_D U_{ij})/384.
\end{align*}
\]

The discrete operators are given as

\[
\begin{align*}
\sigma_1^U U_{ij} &= U_{ij-1} + U_{ij+1}, \\
\sigma_2^U U_{ij} &= U_{ij-2} + U_{ij+2}, \\
\sigma_3^U U_{ij} &= U_{ij-1} + U_{ij+1}, \\
\sigma_4^U U_{ij} &= U_{ij-2} + U_{ij+2}, \\
\sigma_5^U U_{ij} &= U_{ij-1} + U_{ij+1}, \\
\sigma_6^U U_{ij} &= U_{ij-2} + U_{ij+2}, \\
\sigma_7^U U_{ij} &= U_{ij-1} + U_{ij+1}, \\
\sigma_8^U U_{ij} &= U_{ij-2} + U_{ij+2}.
\end{align*}
\]

APPENDIX B

Constants for the SSP-RK(5,4) Scheme

The following are the values of the constants required by the SSP-RK(5,4) scheme:

\[
\begin{align*}
\alpha_{10} &= 1.0, \\
\alpha_{20} &= 0.44437049406734, \\
\alpha_{21} &= 0.55562950593266, \\
\alpha_{30} &= 0.62010185138540, \\
\alpha_{32} &= 0.37989814861460, \\
\alpha_{40} &= 0.17807995410773, \\
\alpha_{43} &= 0.82192004589227, \\
\alpha_{50} &= 0.00683328584039, \\
\alpha_{52} &= 0.51723167208978, \\
\alpha_{53} &= 0.1275983113228, \\
\beta_{10} &= 0.34833675773694, \\
\beta_{30} &= 0.39175222700392, \\
\beta_{31} &= 0.36841059262959, \\
\beta_{32} &= 0.25189177424738, \\
\beta_{43} &= 0.45497475021237, \\
\beta_{53} &= 0.08460416338212, \\
\beta_{54} &= 0.22600748319395, \\
\beta_{31,41,42,51} &= 0.0, \\
\beta_{20,30,31,40,41,42,50,51,52} &= 0.0.
\end{align*}
\]
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