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Introduction
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• Tapering in ensemble Kalman filter
Thomas Bengtsson (Berkeley), Jeff Anderson (NCAR)

• Tapering in spatial prediction
Doug Nychka (NCAR), Marc Genton (Texas A&M)

• Bayes model for climate projections
Tom Wigley (NCAR), Steve Sain (CU Denver)



Tapering in Ensemble KF
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Let the state-space model be

yt = Htxt + wt wt ∼ Nr(0,Rt)

xt = Gtxt−1 + vt vt ∼ Nq(0,Qt)

and assume [xt|yt−1, . . . ,y0] ∼ Nq(x
f
t ,Pf

t ).

“Filter” the state xt given the new observation yt:

[xt|yt, . . . ,y0] ∼ Nq(x
a
t ,Pa

t )

xa
t = xf

t + Kt(yt −Htx
f
t )

Pa
t = (I−KtH

T
t )P

f
t

Kt = Pf
t H

T
t (HtP

f
t H

T
t + Rt)

−1

Instead, update a sample from the forecast distribution.



Tapering in Ensemble KF
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Let {xi}, i = 1, . . . , n, iid Nq(0,Σ) with n small and q huge.

Denote S the sample covariance matrix.

For a positive definite matrix C, consider S ◦C.

With an appropriate matrix norm describe the dependence of∣∣∣∣∣∣Σ− Σ̃
∣∣∣∣∣∣ ∣∣∣∣∣∣(Σ + I)−1 − (Σ̃ + I)−1

∣∣∣∣∣∣
with

Σ̃ = S or Σ̃ = S ◦C

on ensemble size n, state dimension q, covariance matrix Σ and

taper C.



Tapering in Prediction
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Suppose a spatial process Z with E(Z) = 0 and Cov(Z) = C.

Objective: predict Z at many locations

given the observations Z =
(
Z(x1), . . . , Z(xn)

)
T.

The kriging predictor (BLUP) is

Ẑ(x0) = cTC−1Z

with ci = Cov
(
Z(x0), Z(xi)

)
.

Approach:

Introduce sparseness in C to gain computational advantages



Tapering in Prediction
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Taper Condition: Let fθ be the spectral density of the taper

covariance, Cθ, and for some ε > 0 and M < ∞

fθ(ρ) <
M

(1 + ρ2)ν+d/2+ε

Taper Theorem: Assume that Cα,ν is a Matérn covariance with

smoothness parameter ν and that the Taper Conditions and . . .

hold. Then

lim
n→∞

MSE(x∗, Cα,νCθ)

MSE(x∗, Cα,ν)
= 1 lim

n→∞
%(x∗, Cα,νCθ)

MSE(x∗, Cα,ν)
= 1



Models for Climate Projections
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AOGCMs: Atmospheric-Ocean General Circulation Models

CCC1 CCC1

BMRC BMRC

CSM, present DJF temp

−
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CSM, future DJF temp

Goal: Probabilistic description of modeled climate change



Models for Climate Projections
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“Large” linear fixed effects model

X0 = µx + ε (observed present climate)

Xi = µx + ui + σi (simulated present climate)

Yi = µy + vi + νi (simulated future climate)



Models for Climate Projections
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“Large” linear fixed effects model

X0 = µx + ε (observed present climate)

Xi = µx + ui + σi (simulated present climate)

Yi = µy + vi + νi (simulated future climate)

µx = Mcθ ε ∼ Nn(0,S)

µx = Mcθ ui = Mbβi σi ∼ Nn(0,Σi)

µy = Mcη vi = Mbγi νi = ωi + ρiσi

ωi ∼ Nn(0,Ωi) ωi ⊥ σi

Use a Gibbs sampler to obtain posterior climate changes.



Opportunity
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• Collaboration with scientists
Ammann, Anderson, Baker, Berner, Cassou, Collins,

Fournier, Mahowald, Mearns, Meehl, Saravanan, Schimel,

Snyder, Tribbia, Wigley, . . .

• Pursue cutting edge research
KriSp, IPCC, . . .

• Establishing a scientific network
“nobody ever leaves NCAR”. . .


